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General perturbation expansions, which allow corrections to any order to be written in 
quadrature, are presented for Riccati and other nonlinear first-order equations. These results are 
valid for eigenfunctions which are free of poles and zeros. A Riccati equation suitable for a 
Schrodinger or Klein-Gordon particle in a central field is expanded for a general state, with 
corrections to all orders expressed in quadrature. A general Riccati equation for a meromorphic 
eigenfunction leads to a similar expansion with corrections to all orders, including corrections to 
the zeros and simple poles, expressed in quadrature. Thjs form is suitable for a Dirac particle in a 
central field but is more general. The general results are applied to specific examples from the 
literature. 

I. INTRODUCTION 

The Riccati equation formulation of central field prob­
lems in quantum mechanics has attracted increasing atten­
tion over the last two decades. Price! observed some thirty 
years ago that when the one-dimensional Schrodinger equa­
tion is reduced to Riccati form, the perturbative solution 
may be obtained in quadrature to any order in terms of the 
unperturbed solution and the perturbative potential. This 
was rediscovered later by Polikanov,2 and later, indepen­
dently by Aharonov and Au.3 Polikanov4 in another paper 
pointed out that in excited states, where the wave function 
has nodes, modifications become necessary. In this case, the 
expansion is straightforward but somewhat tedious,3,4 so 
that orders higher than first have not been done for a general 
excited state. That is one of the topics of this paper. One way 
to circumvent this difficulty is to apply the first-order per­
turbation iteration method introduced by Hirschfelder in 
connection with Rayleigh-Schrodinger perturbation the­
ory, first applied to a Riccati equation in quantum mechan­
ics by Au.6 Au and Aharonov 7 have shown that, by consider­
ing the logarithmic derivative of the wave function of the 
Klein-Gordon equation in one-space and one-time, one can 
obtain an expansion of the same nature as the nonrelativistic 
(Schrodinger) case for perturbations of either scalar or 
fourth-component vector type. The Dirac equation may be 
reduced to Riccati form for central fields by considering the 
ratio of the radial wave function components. This was first 
done by Mikhailov and Polikanov,8 who then obtained a 
perturbation expansion of the resulting Riccati equation. 
This was generalized to excited states by Au and Rogers,9 to 
include scalar potentials by Au, 10 and to include anomalous 
magnetic moment interactions as well as simultaneous per­
turbations of more than one type by Rogers. II The Breit 
equation for two Dirac particles, in the absence of external 
fields, has been reduced to an independent Riccati equation 
for the J = 0 states recently by Rogers,12 which leads to a 
perturbation expansion similar to that obtained for the Dirac 
equation. 

The perturbation expansion of a nonlinear first-order 
eigenvalue equation is considered in the first part of Sec. II 
for the set of solutions which are free of both zeros and sim­
ple poles. This is followed by a more specific treatment of the 
Riccati equation for the same set of restricted solutions. In 

Sec. III, a Riccati equation suitable for either a SchrOdinger 
or a Klein-Gordon particle, but with a slightly more general 
form, is expanded for a set of solutions, including those for a 
general excited state; and the corrections to any order for a 
general state are expressed in quadrature. In Sec. IV, the 
general Riccati equation for a meromorphic function is ex­
panded, with the corrections to any order expressed in qua­
drature. The problem of zeros in the coefficient~ is included 
in the treatment, which is applicable to both the Dirac equa­
tion and the Breit equation mentioned above. The results 
allow portions of the results of a number of papers9-11 to be 
written out with minimal effort. More importantly, the final 
equations developed here allow one to write out the explicit 
higher-order corrections for excited states previously omit­
ted in favor of the first-order perturbation iteration method. 
In Sec. V, several examples are presented and in Sec. VI, I 
make some concluding remarks. 

II. PERTURBATION EXPANSION FOR NONLINEAR 
FIRST-ORDER EQUATIONS 

A. The general problem 

The problem considered here is that of a nonlinear ordi­
nary first-order eigenvalue equation which can be written in 
the form 

N 

a(r,v,E)R (r)' + L bn(r,v,E)R (rt = 0, (2.1) 
n=O 

where v is a function of r, R (r) is the eigenfunction, E is the 
eigenvalue, and N is the order of nonlinearity. The subse­
quent treatment assumes that an initial solution to this equa­
tion is known. That is, for ao, bno ' and Vo there exists Ro and 
Eo such that 

N 

a(r,voEo)Ro(r)' + L bno(r,voEo)Ro(rt = O. (2.2) 
n=O 

The corrections to Ro and Eo are sought for a small change in 
the function vIr) from Vo to 

vIr) = voIr) + Avl(r), (2.3) 

where VI will be referred to as the perturbation and A is a 
number, to be referred to as the coupling constant, and plays 
an important role in the expansions to be developed. 

The conventional method of obtaining a perturbation 
expansion for an eigenvalue problem is to expand both the 

567 J. Math. Phys. 26 (4), April 1985 0022-2488/85/040567-09$02.50 @ 1985 American Institute of Physics 567 



                                                                                                                                    

eigenfunction and the eigenvalue in power series of the cou­
pling constant. Accordingly, I assume that for some range of 
A aboutA = 0, both Rand E may be represented by the series 
expansions 

(2.4) 

and 

(2.5) 

If a(r,v,E) and bn (r,v,E) can be represented by a polynomial 
expansion in v and E, this then leads to the expansions 

(2.6) 

and 
00 

bn = L A ibni · (2.7) 
i=O 

If Eqs. (2.3H2.7) are substituted into Eq. (2.1) the fol­
lowing expansion results: 

00 00 00 

L LAn + manR :.. + L A nbOn 
n=Om=O n=O 

(2.8) 

By collecting terms of a given power of A, one obtains a 
hierarchy of equations to any order in A. In particular, each 
of these equations is linear and of the form 

aoR ~ + [ ktO kbkOR ~-II]Rn + Pn + qn = O. (2.9) 

The term Pn may be chosen so that it contains the functions 
an and bkn and hence En' whereas q n would consist of only 
the lower-order functions, in both cases of overall order n. 
The exact form of Pn and q n will be worked out only for the 
case N = 2, which is done below. These equations are in gen­
eral inhomogeneous linear first-order differential equations, 
which allow the solutions to be written in quadrature. By 
starting with the first order or n = 1 corrections and per­
forming the integrals at each succeeding order, one may 
work up the hierarchy to any desired order. 

B. Expansion of the Rlccatl equation 

The general Riccati equation is given by 

a(r,v,E)R ' + b (r,v,E )R 2 + c(r,v,E)R + d (r,v,E) = O. 
(2.10) 

I assume that a,b,c and d can all be expanded in A as was a in 
Eq. (2.6), and R can be expanded as in Eq. (2.4). The Riccati 
equation analog ofEq. (2.8) is 

00 00 00 

L L A n+m(anR:" + cnRm) + L A ndn 
n=O m=O n=O 

00 00 00 

+ L L L An+m+kbnRmRk =0. (2.11) 
n=Om=Ok=O 

By collecting all terms of a given order of A, I obtain a hierar­
chy of equations with the nth-order equation given by 

n 

L (amR ~-m + cmRn_m) 
m=O 
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By arranging terms this can be written as 

aoR ~ + (co + 2boRo)Rn + Pn + qn = 0, 

where 

Pn = dn + anR ~ + cnRo + bnR ~ 
and 

n-I 

(2.12) 

(2.13) 

(2.14) 

qn= L (amR~_m+cmRn_m+boRmRn_m) 
m=l 

n-1 n-m 

+ L bm L RkRn_ k_ m· 
m= 1 k=O 

(2.15) 

Thus, as can be seen from Eqs. (2.14) and (2.15),Pn contains 
En and qn contains only quantities of order less than n. 

c. Solution of the linear equations 

I present in this section the solution to Eq. (2.13) which 
was derived from the Riccati equation (2.10). The generaliza­
tion to Eq. (2.9) is easily made and will be indicated at the end 
of this section. The validity of the equations that follow is 
restricted to initial solutions with neither zeros nor poles, 
and ao(r) is assumed to be free of zeros also. In Secs. III and 
IV the results will be generalized to include these complica­
tions for Riccati equations which are encountered when 
dealing with excited states in quantum mechanics. 

The solution to Eq. (2.13) involves the integrating factor 
defined by 

po(r) = exp [ J (co + ~boRo) dr']' (2.16) 

It is convenient to define an intermediate function Go by 

Go(r) = exp [ J !: Rodr']' (2.17) 

In terms of Go, the integrating factor is given by 

po(r) = exp[ J :: dr']Go(r)2. (2.18) 

The nth-order correction to the energy can then be ob­
tained from the definite integral 

(00 PO(r) [ Pn(r) + qn(r) ]dr = O. (2.19) 
Jo ao(r) 

The nth-order correction to Ro(r) is easily verified to be given 
by 

Rn(r) = -=-! r po(r') [ Pn(r') + ,qn(r') ] dr'. (2.20) 
po(r) Jo ao(r ) 

This gives the nth-order correction to any Riccati equation 
of the form of Eq. (2.10) for the restricted set of solutions 
under consideration. 

For the more general equation (2.1), the corrections 
Eqs. (2.19) and (2.20) are correct if the following integrating 
factor is used instead of Eq. (2.16): 

po(r) = exp [ r ± Jo k= 1 

kb R (k-II ] 
kO 0 dr' . 

ao 
(2.21) 
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III. EXPANSION FOR SCHRODINGER AND KLEIN­
GORDON PARTICLES 

The Riccati equations derived from both the one-di­
mensional SchrOdinger equation .-3 and the one-space and 
one-time Klein-Gordon7 equation are of the form 

R (r)' - R (r)2 + d (r,v,E) = 0, (3.1) 

where d is some function of r, vIr), and the eigenvalue E. The 
functional form of d is left unspecified until the examples 
presented in Sec. V. The function R is the logarithmic deriva­
tive of the wave function for both types of particles. Thus, if 
the wave function has zeros, R has simple poles and is of the 
form 

N 1 
R=Q+ L--" 

;=1 (r-a') 
(3.2) 

where Q is a function free of both zeros and poles, ai is the 
position of the ith pole of R or zero of the wave function, and 
Nis the number of poles of R. In what follows, I will make 
use of 

N 

1= II (r_a i
), 

;=1 

so that 

f' N 1 
-=L-;' 
I ;=1 (r-a) 

(3.3) 

(3.4) 

With Eqs. (3.2H3.4), Eq. (3.1) can be written in terms of Q as 

Q' - Q2 + 2if'II)Q -I" II + d = O. (3.5) 

I assume that Q can be expanded in power series in A as was 
R in Sec. II. Each a l is expanded in the same fashion and this 
allows the expansion of I to be carried out. I choose to ex­
press this expansion in terms ofl n and I ", where 

N 

/0 = II (r - a~), (3.6a) 
1=1 

N -a' 
I" = i~1 (r-;~/~' n>l, (3.6b) 

and/" is uniquely defined through 

"" 
1=/0 + All + L A "if" +7,.), (3.7) 

n=O 

withlo and/. both zero. Thus/" contains only terms individ­
ually of order less than n. For example,f2 is given by 

- a~~ h.=LL ; ./0' 
1 J#i (r - aoHr - Uo) 

(3.8) 

and higher orders are straightforward to write down. 
To eliminate any poles from the Riccati equation (3.5) it 

is sufficient to multiply that equation by f Once this has been 
done, Q,/' and d may all be expanded as indicated above and 
various powers of A can be collected to obtain the linear 
equations. The zero-order (nonlinear) equation is just 

10Qo -/oQ~ + 2/oQo-/~' +do/o=O. (3.9) 

By defining 

I.(Q,,) =/oQ~ - 2/0QoQ" + 2/0Q" (3.10) 

and 

I2if")=I,,Qo -lnQ~ +2Qo/~ -1;'+/"do, (3.11) 
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it is possible to write the nth-order equation as 

I.(Q,,) +I2if,,) + d,,/o +I2lf,,) 
,,-1 

+ L if 1 +1;) [Q (" - i) + dIn - i) ] 
1=1 

" I 

+ L 2if; + InQ("-i) 
1=1 

,,-1 

IJ,~O ifl + II)QjQk8(i + j + k - n) = O. (3.12) 

Here I have used a 8 function, which has the value 8 (0) = 1 
and is zero otherwise. The integrating factor for this equa­
tion is 

po(r) = I l(r)exp [ - [ 2Qo dr' ]. (3.13) 

With the zero-order equation (3.9) and Eq. (3.13), one finds 
that 

(3.14) 

(3.15) 

and 

- 0 - - p 1
2 [ ]' lo.E2if n) = P; if"/o -/,,10) I g . (3.16) 

These relations allow the nth-order equation to be rewritten 
as 

,,-1 

L 2/oif: + I;)Q" - 1 
1=1 

+ 1;~IO/oifl + 1,)QjQk8(i + j + k - nIl (3.17) 

This equation can be integrated from r = 0 to r = 00, 

whence, on making use of the physical requirement that Po is 
zero at both limits, one has 

L"" d" Po dr = 1"" [rhs]dr, (3.18) 

where [rhs] represents the right-hand side ofEq. (3.17). Once 
this integral has been performed, the value of E" is deter­
mined. 

The nth correction to the ith node of the wave function 
is given by 

a l = I" (a~) + exp [S~2Qo dr] 
n 0 (. _I . 2 j#1 ao - U'o) 0NI(aO - a6') 

X {.r d"po dr - .r [rhS]dr}. (3.19) 

The nth-order correction to Q (r) is found by integrating 
Eq. (3.17) from zero to r. This results in the expression 
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r r _ N a~PO(r) 
Pol )Q,,( ) - i~1 (r _ ab)2 

- [I" (rlfo(r), -I" (r)lo(r)] ~(~! 

-I d"po dr' + I [rhs]dr'. (3.20) 

When r = ab, fo(ab) = 0, and hence po(ab) = 0, which 
means that Q .. (ab) cannot be determined directly from Eq. 
(3.20). This problem can be circumvented by referring back 
to Eq. (3.10) and noting that at r = ab 

N 

It [Q,,(ab)] = II (ab -a6)Q,,(ab)· 
j#i 
j= 1 

(3.21) 

This is then the only term in the nth-order Eq. (3.12) which 
involves Q" (ab). That equation, along with Eq. (3.21) above, 
permits the evaluation of Q .. (ab) once the other nth-order 
corrections have been determined from Eqs. (3.18) and 
(3.19). This observation has not previously appeared in the 
literature on the SchrOdinger and Klein-Gordon Riccati 
equations. This seems to be a much simpler alternative to the 
method suggested by Privman.13 

IV. THE RICCATI EQUATION AND EXPANSION FOR A 
MEROMORPHIC FUNCTION 

The eigenfunction of the Riccati equation for a Dirac 
particle in a central field is the ratio of the two radial wave 
function components. 8,9 Thus, for a Dirac particle, the func­
tion R is a ratio of two functions, each of which has a finite 
number of zeros. This means that R is a meromorphic func­
tion with a finite number of zeros and also a finite number of 
simple poles. If there are Nt simple poles andN2 zeros in R, it 
can be written 

R = nf~t!r-P:) Q(r), 
nf,!,l(r-a') 

(4.1) 

where Q (r) is free of both zeros and poles, P i is the position of 
the ith zero, and ai is the position of the ith simple pole on the 
real line. To simplify the expressions that follow, I definef 
andgby 

N, 

f= II (r_ai
), (4.2a) 

i=1 

and 
N, 

g= II (r_pi). (4.2b) 
1'=1 

The generalization of the Riccati equation for a Dirac 
particle that I shall use is 

a(r,v,E)R (r)' + b (r,v,E)R (rf 

+ c(r,v,E)R (r) + d (r,v,E) = O. (4.3) 

This form is appropriate for not only a particle satisfy­
ing the central field Dirac equation, but also for two Dirac 
particles in a J = 0 state of the Breit equation in the absence 
of external fields. 12 With this latter application in mind, I 
wish to include the possibility that a(r,v,E ) may be zero for 
some value of r. 

570 J. Math. Phys .• Vol. 26. No.4. April 1985 

I assume that the variable coefficients a, b, c, and d in 
Eq. (4.3) are rational functions of vIr) and energy E. For a 
known solution Ro satisfying 

ao(r,vo,Eo)R;' + bo(r,vo,Eo)R ~ 

+ co(r,vo,Eo)Ro + do(r,vo,Eo) = 0, (4.4) 

and a perturbation represented by AVt so that the new poten­
tial function vIr) is given by 

vIr) = voir) + Avt(r). (4.5) 

I assume that Q, ai, P i, E, a, b, c, and d can all be represent­
ed by power series in A. Specifically, 

(4.6a) 

(4.6b) 

'" pi = I, A "P~, (4.6c) 
,,=0 

(4.6d) 

'" 
a(r,v,E) = L A "a,,(r, vrn ' Em; m<n), (4.7a) 

n=O 
co 

b(r,v,E) L A"b,,(r,vm,Em ; m<n), (4.7b) 
.. =0 

00 

c(r,v,E)= L A"c,,(r,vm,Em ; m<n), (4.7c) 
,,=0 

co 

d(r,v,E) LA"d,,(r,vm,Ern;m<n). (4.7d) 
"=0 

Here, the functions a", b", c,,' and d" may, in general, be 
functionsofnotonlyvn andEn butalsovrn andEm,form<n. 
I note that in normal expansions only Vo and vl appear, but 
generalization to Vn is easily accomplished and will be as­
sumed here. From the definitions off and g and the expan­
sion of a i and P i, the expansions off and g are easily carried 
out and may be written in the form 

'" 
f= L A "(f" + In)' (4.8a) 

"=0 

and 
co 

g = L A "(g" + g"), (4.8b) 
n=O 

wheref" andl" are defined as in Sec. III andg" andg" are 
defined analogously. 

If Eq. (4.3) is expanded directly as written, there is a 
problem in the neighborhood of each unperturbed pole of R. 
This is easily circumvented by mUltiplying the equation by 
f2 before expanding. The result of this mUltiplication is 

afgQ' + bglQ 2 + [a(fg' - f'g) + cfg]Q + dj2 = O. 
(4.9) 

With the expansion (4.5)-(4.8) one easily obtains the differ­
ent-order equations. The zero-order equation is 

aofrEoQ;' +boioQ~ + [ao(f~o -fogo)+cof~o]Qo 
+ do f~ O. (4.10) 

Before writing the nth-order terms, it is convenient to define 
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a delta function such that ~ (0) = 1 and ~ (m) = 0 for m;fO. 
Then the nth-order terms arising from afgQ ' are 

afgQ ' I "th-order 

= a"/ogoQo + ao(f "go + fog,,)Qo 

+ aofeBoQ~ + ao(l"go + fri,,)Qo 

,,-1 

+ IJ,&=O ai(fj +fj)(gk +Kk) 

X Q ;~(i + j + k + 1 - n). 

The nth-order terms arising from bg'lQ 2 are 

bg'lQ 21 "th-order 

= b"gf,Q~ + 2beBeB"Q~ 
+ 2b~Q"oQ" + 2beBri"Q~ 

,,-1 

+ ') bilsj + Kj)lsk +Kk)QIQm 
iJ,k,f:;. = 0 

(4.11) 

aof "goQ 0 + 2dofof" + Qo [ ao(f " go - f~go) + cof "go] 

= (aolXo)[ -Xof"goQo]'. (4.18) 

Similarly, the terms with gIl are found to be equal to 

aofeB"Qo + 2bogeB"Q~ + cofeB"Qo 

+ ao(feB~ - fog',,)Qo = (aolXo)[ XofeB" Qo]'· (4.19) 

I next define 

~4 = a"/rBoQo + b"gf,Q~ + d,./~ 
+ Qo[ a" (feBo -fogo) + c"/rBo] , (4.20) 

~s=ao(l"go+fri,,)Qo +2bogri"Q~ +2dofol" 

+ Qo[ ao(fri~ - foK,,) + cofri,,] 

+ Qo [ ao(/' "go -l~go) + cel "go], (4.21) 

and 
"-I 

X~(i + j + k + 1 + m - n). (4.12) ~6= L ai(fj +lj)lsk +Kk)Q;~(i+j+k+l-n) 

The term linear in Q in Eq. (4.9) gives the terms 

[a(fg' - f'g) + cfg]Q I"th-order 

= Q" [aolsofo - gofo) + cofeBo] + Qo[ a,,( feBo 

-fogo)+c"feBo] +Qo[ao(feB~ -fog,,)+cofeB,,] 

+ Qo[ ao(f "go - f~go) + cof "go] + Qo[ ao(fri" 

- foK") + cofri"] + Qo[ ao(l "go -l~go) + Col "go] 
"-I _ _ 

+ iJ,&=O Qi{a j [(f k + fk)ls; + KIl - (fie + fie) 

xlsl +KIl] +Cjifk +lk)lsl +KI)} 

X~(i+j+k+l-n). (4.13) 

The last term in Eq. (4.9) gives 

df21 "th-order 

= d" f~ + 2dofof" + 2dofol" 

"-I 

+ .. ~ di(fj + lj)(fk + ld~(i + j + k - n). 

'J, =0 (4.14) 

I define the function Xo through its logarithmic derivative 

Xo = Co + 2bo goQo _ 2fo (4.15) 
Xo ao aofo fo 

By using the zero-order Eq. (4.10), this can also be expressed 
as 

-( ~:) ( ~:) ( ~J. (4.16) 

With the use of Eq. (4.15) the terms of Eqs. (4.11H4.14) 
involving Q" are found to be equal to 

aofrBoQ ~ + 2b~QoQ" + Q" [ao(/eBo - fo go) + cofrBo] 

= (aolXo)[ XofrBoQ"]'. (4.17) 

By making use ofEq. (4.16), the terms of the nth-order equa­
tion involvingf" are found to be equal to 
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i,j,k,l=O 
,,-1 

+ L bilsj + Kj)(gk +Kk)QIQm 
i,j, k, I,m = 0 

X~(i + j + k + 1 + m - n) 
,,-1 

+ L di(fj +lj )(fk+lk)<5(i+j+k-n) 
i,j,k=O 

"-I 

+ L Qi{aj[(fl +ll)lsie +Kie) 
i,j, k,I=O 

- (f; + lllwk + Kk)] + cj(fl + ll)lsk + Kk)} 

X~(i + j + k + 1- n). (4.22) 

With the use ofEqs. (4. 17H4.22), the nth-order equation can 
be written as 

(aolXo)[XofeBoQ,,]' + (aolXo)[XofeB"Qo]' 

- ~ [Xof"goQo]' +~4+~S +~6=0. (4.23) 
Xo 

On multiplying this equation by (Xol ao) and integrating from 
o to r, I have 

XofeBoQ" + (frB" - f "go)XoQo 

(4.24) 

If the integral in this equation is taken to r = 00, then by 
making use of the fact that for physical solutions Xo = 0 at 
r = 00, I have 

i' X 
_0 (~4 + ~s + ~6)dr = O. 

o ao 
(4.25) 

If all the corrections for m < n have been previously deter­
mined, then the only unknown appearing in this equation is 
E". Hence the nth-order correction to the energy is com­
pletely determined by this integral. Examples of the form of 
the integrand will be discussed in Sec. V. At 
r = a~,/o(a~) = o and the nth-order correction toa~ is given 
by 

f" (a~ )go(a~ )Qo(a~) 

George W. Rogers 571 



                                                                                                                                    

At r = (J ~, golP ~) = 0 and the nth-order correction to (J ~ is 
determined by the expression 

g n 1P0ifoIP0)QoIP0) 

(4.27) 

Once En' a~, and (J~ have been determined, Qn is deter­
mined by 

Qn (rifo(r)go(r) + [Io(r)gn (r) - 1 n (r)go(r)] Qo(r) 

(4.28) 

except at the zeros oflo and go. At these points, specifically 
the a~ and the (J ~, the value of Qn (a~) or Qn IP ~) is deter­
mined by the original nth-order equation. At any of these 
points, the terms involving Q ~ are multiplied by 10 and go, 
one of which will be zero. Thus one is left with an algebraic 
equation for Qn (a~) or QnlP ~) with all other variables of nth­
or lower-order already determined. Hence this allows the 
evaluation of Qn at these points. This method has been suc­
cessfully employed in numerical work with the Dirac equa­
tion II and provides a simple alternative to the method sug­
gested by Privman 13 for problems where the solution is of the 
form ofEq. (4.1) 

If the coefficient ao has zeros for certain values of r, 
there are some restrictions on the solution for these methods 
to be assured to work. I begin by assuming that near one of 
the zeros of ao, it can be factored as ao(r) = Ao(r)[r - Yo], 
where the zero is at r = Yo and Ao(r) is free of zeros in a 
neighborhood of Yo. Then from the zero-order Eq. (4.4) I 
have the relation 

bo(yo)go[(yo)llo(yo)]Qo(yo) + co(yo)Qo(yo) 

This leads to a restriction of Qo(yo) 

Qo(yo)[go(yo)l/o(Yo)] 

= - co(yo) [1 ± (1 _ 4bo(Yo)d~(yo) )1/2], 
2bo(Yo) co(yo) 

and a restriction on the coefficient functions 

(4.29) 

(4.30) 

(4.31) 

In addition, the integrand in Eqs. (4.26H4.28) must be free 
of poles. This is avoided if Xo(yo)lao(yo) is finite. With ao 
written in terms of Ao as given above, I require 
limr _ Yo [Xo(r)/(r - Yo)] to be finite. The function Xo(r) can 
be written as 

Xo(r) = (r - Yo) 

xexp[ L ( Co + ::oRo - 1) (r~ Yo) dr]' (4.32) 

In a neighborhood of Yo, I can make the expansion 

Co + 2boRo 1 _ ~ f: ( )n 
A 

- - £.., ~n r - Yo , 
o n=O 

where the first coefficient of the expansion is given by 

So = [[co(yo) + 2bo(Yo)Ro(Yo)]/Ao(Yo) - 1]. 

572 J. Math. Phys., Vol. 26, No.4, April 1985 

(4.33) 

(4.34) 

With this expansion, near r = Yo, Xo(r)/(r - Yo) is given by 

Xo(r) = (r-yo)so,s'exp[f f Sn(r-yo)n-Idr], 
(r - Yo) n=2 

(4.35) 

which leads to the requirement 

So = [[co(Yo) + 2bo(Yo)Ro(Yo)]!Ao(Y)0 - 1]>0. (4.36) 

Therefore, if Eqs. (4.30), (4.31), and (4.36) are satisfied, the 
expressions for the nth-order corrections in this section are 
valid, even where ao has zeros. 

V. EXAMPLES 

A. The Kleln-Gordon and SchrOdlnger equations 

The single-particle central-field Klein-Gordon equa­
tion in the presence of both a fourth-component vector po­
tential V (r) and a scalar potential S (r) can be written in natu­
ral units, ,,= c = 1, as l4 

[ 
1 d 2 1(1 + 1) 

- -; dr2 r+ r2 + m2 + 2mS(r) 

- (E - V(rW ]~r) = O. (5.1) 

The central-field Schrodinger equation can be written, again 
in natural units 

[ 
1 d 2 I (I + 1) ] 

- -; dr2 r + r2 + 2m(V - E) ~r) = O. (5.2) 

In both cases, the radial part of the wave function can be 
written 

1I(r) = exp[ - G (r) - 1Ir], (5.3) 

whence, with Q = G " either equation can be written in the 
Riccati form 

Q' - Q 2 + d = 0, (5.4) 

wheredis 

d KO = 1(1 + 1)/r2 + m2 + 2mS(r) - [E - V(r)F, 
(5.5a) 

for the Klein-Gordon particle, and 

d S = 1(1 + 1)/r2 + 2m(V - E), (5.5b) 

for the Schrodinger particle. Letting the perturbation be giv­
en by ASI and A VI' I have 

S=So+ASI , 

V= Vo+AVI, 

with E and Q expanded as 

and 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

The expansion of d for the two cases follows easily from Eqs. 
(5.5H5.8). For the Klein-Gordon particle, I have 

dfO = 2mSI - (EI - VI)(Eo - Vol, 

d fO = - (EI - VI)2 - 2E2(Eo - Vol, 

George W. Rogers 

(5. lOa) 

(5. lOb) 

572 



                                                                                                                                    

and 

d~o = 2E,,(Vo -Eo) + 2E,,_I(VI -EIl, n>3. 
(5.lOc) 

For the Schrooinger case, d ~ is given by 

d~ =2m(VI-EI), (5.1la) 

(5.11b) 

with 

and 

d~ = - 2mE", n>2. 

For both equations, the integrating factor is 

po=exp [ - f 2Qo dr]. 

,,-I 

q" = - L RmR,,_m' 
m=1 

(5.12) 

(5.13) 

(5.14) 

with the nth-order corrections given by Eqs. (2.19) and 
(2.20). 

This gives the ground state corrections for both types of 
particles. The expressions obtained this way differ from 
those of Au and Aharonov7 for the Klein-Gordon particle in 
a ground state only in the limits of integration and the addi­
tion here of the central field angular momentum term. The 
lower limit of integration of Po is chosen by them such as to 
normalize Po. The first excited state corrections for a Klein­
Gordon particle have been given in Ref. 7 and are equivalent 
to those obtained by this procedure, except for the difference 
mentioned above for the nodeless states, and so will not be 
presented here. Instead, to demonstrate the form of the re­
sults with this notation for higher excited states, I will pre­
sent the corrections for an excited state with two nodes, one 
at a~ and the other at a~. The Riccati equation for the case is 

Q'_ Q2 + (2f'//)Q-/"//+d=0, (5.15) 
with the d ~G and d ~ given as before and 

to = (r - a~)(r - a~), (5.16) 

/,,= -a~(r-ab)-a!(r-a~), n>l, (5.17) 

(5.18) 

withll = 0, and 

and 

/~ =(r-a~)+(r-a~), 

/~ = - (a! + a~), n>l, 

/;=2, 

(5.19) 

(5.20) 

(5.21) 

(5.22) 

The integrating factor is given by 

() ( I )( 2)2 - fOle? dr Po r = r - ao r - ao e . (5.23) 

The nth-order corrections are found from the equations 

po(r)Q" (r) = [( a! 1)2 + ( a~ 2 )2 ]po(r) 
r-ao r-ao 
n-I 

'" a~a2 .(r-al +r-al)~ ~ I "-I 0 0 /2 
1=1 0 

(5.24) 
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where the [rhs] of Eq. (3.12) can be written for this case as 

[rhs] = po{"i
l 
[a!(r-a~) 

to 1=1 

+ a!(r - a~) - "il 

aJar- i ] 
j= I 

,,-I 

X(Q~_I +d"_I)+ L 2[a! +a~]Q"_1 
1= I 

+ . ~il [-ar(r-a~)-aJ(r-a~) 
I,J.k=O 

+ ~tll a~a7_m ]QiQk 15(i+ j +k-n)}. 

(5.25) 

From Eqs. (5.24) and (5.25) all corrections may be deter­
mined as discussed earlier. 

B. The Dirac equation for nodeless states 

The Dirac equation for a combination of scalar poten­
tial S, fourth-component vector potential V, and anomolous 
magnetic moment term E, when all three terms have spheri­
cal symmetry, leads to the Riccati equation for nodeless 
states 11 

R' - 2kR/r- 2ER +R2(E- V+m +S) 

+(E- V-m-S)=O. (5.26) 

From this equation, the coefficients are identified as 

0= 1, 

b=E- V+m+S, 

c = - 2k/r- 2E, 

d=E- V-m-S. 

Then, with 

V= Vo +"tVI 

E = Eo +"tEI, 

(5.27a) 

(5.27b) 

(5.27c) 

(5.27d) 

(5.28a) 

(5.28b) 

(5.28c) 

the nth-order correction to the energy is, from Eq. (2.19), 
found to be given by 

E" i'" (1 +R~loodr 

= Loo 2EIR" _ IPO dr 

- ('" [(Eo - Vo + m + So) "il Rm R,,_m Jo m=1 

,,-1 

+ (EI - VI +SI) L RkR,,_k_m 
k=O 

+ ~~ Em :~: RkR,,_k_m rodr. (5.29) 

This duplicates the combined results of Refs. 9-11 for node­
less states. 

For the same problem, the first-order corrections to ex­
cited states with nodes and poles are easily written down 
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from Sec. IV. The sigmas are easily found to be given by 

~4 = (E - VI + SllioQ~ + (EI - VI - Stln 
- 2Ed~oQo, (5.30) 

and 

(5.31) 

so that the first-order corrections are determined from 

QI(r}fo(r)go(r)Xo(r) + [fo(r)gl(r) - fl(r)go(r)] 

X Qo(r)Xo(r) + [Xo(r') [(E I - Vtl(f~ + io Q ~) 
+ SI(ioQ~ - f~) - 2Ed~oQo]dr' = O. (5.32) 

From Eq. (4.16) Xo is given by 

Xo(r) = r- 2kexp [ - f 2Eodr] 

xexp{2 f [(Eo - Vo + m + So)goQo - f~] )0 dr}, 

(5.33) 

where the constants of integration are unimportant so long 
as Xo is zero at r = 0 and r = 00. This duplicates the first­
order results of Ref. 11. 

VI. CONCLUDING REMARKS 
The formulation of perturbation theory presented in 

this paper allows the computation of the corrections to the 
eigenvalue and eigenfunction to any order in the coupling 
constant. The only drawback is the hierarchical nature of the 
quadratures. That is, before the nth-order corrections can be 
evaluated, the corrections to the (n - 1) lower orders must 
be found first. This means a total of n integrations are re­
quired to determine the nth-order corrections. Although in 
certain cases such as the anharmonic oscillator it is possible 
to perform the integrals analytically, 15,16 it is in general nec­
essary to perform the integrals numerically. The advantage 
of this formulation is that only the initial solution to the 
specific state under consideration needs to be known, where­
as in the usual Rayleigh-Schrodinger perturbation theory 
the complete set of unperturbed states must be known. In 
certain problems this is a tremendous advantage. 

I would next like to comment on the conditions under 
which the Riccati form can be obtained. In general, it is easy 
to show that a set of n linear homogeneous coupled first­
order equations for the functions Fit for i = 1, 2, ... , n, can be 
transformed into (n - 1) coupled first-order nonlinear inho­
mogeneous equations and one dependent first-order equa­
tion, whose solution can be written in quadrature in terms of 
the other functions. That is, the transformation FI = G, 
Fj = RjG, i> 1, results in equations of the functional form 

G'/G=fl(R j, ;#1), (6.1) 
and 

R; = fj(R i' j# 1). (6.2) 

Thus, in the case of the central field Dirac equation, which 
can be written as two coupled first-order equations,17 the 
above transformation results in a single independent equa­
tion for R as in Eq. (5.26) (see Refs. 8 and 9) and a dependent 
equation for which the solution may be written in quadra­
ture. 
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If there are more than two original coupled equations, 
the transformation still reduces the number of simultaneous 
equations of the form ofEq. (6.2) by one with the other equa­
tion of the form (6.1). This procedure cannot generally be 
continued because the coupled equations (6.2) are no longer 
homogeneous. Thus the expansions ofthis paper are in gen­
eral applicable to problems involving one or two first-order 
homogeneous or one second-order homogeneous equation. 
If more equations are involved, the transformation given 
above reduces the number of equations to be solved by one, 
but the price is nonlinearity and inhomogeneity of the result­
ing equations. 

This expansion is not directly applicable to the problem 
of computing radiative corrections. These corrections in­
volve operator expansions, which involve normal ordering 
and commutation relations and thus are different from this 
function expansion. 

Once the operator expansion has been carried out to 
some order, however, it may be possible to utilize the pertur­
bation expansion of this paper for the parts of the operator 
expansion that can be expressed in terms of effective poten­
tials. As an example, part of the first-order corrections to the 
Breit equation in the absence of external fields can be calcu­
lated in terms of the Breit operator given byl8 

VI = - (e/r)[a l • a2 + (al • r)(a2• r)/r], (6.3) 

with 

(6.4) 

where the standard bracket notation has been used and al 
and a 2 are the spin matrices for particles one and two, re­
spectively. The first-order corrections due to the effective 
potential VI are expressible in quadrature. If VI is used as a 
basis for computing second-order corrections, one gets quite 
wrong results. 18 If, however, the second-order corrections 
are worked out from the operator expansion, Bethe and Sal­
peterl8 have pointed out that part of this correction can be 
expressed in terms of an effective potential V2 given by 

V()- e
Z f d 3

k -k·r 
zr - 4rmc T e 

X [al • a 2 - [(a, • k)(a2 • k)/k 2]], (6.5) 

with Ez determined from 

E
z 
= 2: (01 V21/) (II V2 10) , 

1#0 (Eo-EI) 
(6.6) 

where the sum is over the entire basis of intermediate states. 
In order to evaluate the corrections due to V2 without the 
sum over intermediate states, E I (V2 ) and QI (V2 ) must be cal­
culated, but have no physical significance. Instead, they are 
necessary to compute E2 = E2 [ V2, E I (V2 ), QI( V2 )] because of 
the hierarchical nature of the expansion. Thus it may be pos­
sible to use this formulation indirectly in the calculation of 
parts of the radiative corrections in systems of physical inter-
est. 

In this paper I have shown that for a restricted set of 
solutions it is possible to obtain a perturbation expansion 
with all corrections expressed in quadrature for any first­
order nonlinear eigenvalue equation. Expansions for Riccati 
equations have been developed in detail for important cases. 
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The development of Sec. II is appropriate for the set of solu­
tions which possess neither zeros nor poles, and has applica­
tions to the Schrodinger, Klein-Gordon, and Dirac equa­
tions for central fields. In Sec. III, the set of solutions 
corresponding to excited states of the Schrodinger and 
Klein-Gordon equations has been developed with the nth­
order corrections to an arbitrary excited state presented. In 
Sec. V, this has been applied to a Klein-Gordon particle in 
an excited state with two nodes. In Sec. IV a general Riccati 
equation for the set of meromorphic solutions has been ex­
panded with all results written in quadrature. This is appro­
priate for the Dirac equation for a general central field and 
allows a majority of the first-order results of several pa­
pers9-11 to be easily written down. An example is provided in 
Sec. V. The results of Sec. IV allow the nth-order correction 
to an arbitrary excited state to be written in quadrature. This 
section is also applicable to more complicated Riccati equa­
tions, such as one obtained from the Breit equation for two 
particles in the absence of an external field, which the author 
is studying and will hopefully report on elsewhere. 
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The product of n Dirac r matrices is evaluated in terms of traces of at most (n + 3) rmatrices. This 
leads to a m~thod that can be u~ed to generalize identities for a correlated product of r matrices. 
The expressiOn for the n r matnx product also provides a method for the evaluation of a scalar a 
pseudoscalar, a vector, an axial vector, and a second rank antisymmetric tensor associated witl~ a 
one-line fermion amplitude that drastically simplifies the squaring of fermionic amplitudes. The 
general spin and particle-antiparticle dependence of the squared amplitude is given. 

I. INTRODUCTION 

In the evaluation of cross sections or lifetimes involving 
spin ~ particles, one of the main practical difficulties is the 
evaluation of traces of products of Dirac r matrices. Al­
though the problem is a purely algebraic one, the nature of 
the difficulty can be easily realized by noting that the trace of 
a product of 2n r matrices has (2n - I)!! terms. Thus one is 
limited in practice to consider those cases in which the num­
ber of r matrices is small. Even if a symbolic manipulation 
program is available the rapid growth of the number of terms 
will sooner or later saturate the computer facilities. 

It is therefore important to develop methods of compu­
tation and identities that maintain or reduce the number of r 
matrices to a minimum. 

Important steps have been taken in the past to solve 
these practical difficulties. In particular, Caianiello and Fu­
bini I showed that the trace of an arbitrary product of r ma­
trices is related to a determinant and, using this property, 
obtained that many terms vanish when the trace of more 
than 12 r matrices is taken. As a by-product, they got rules 
for the simplification of expressions of the form rl'···yl" 
where the dots stand for a given product of N r matrices, Le., 
an N r string. This last formula was also obtained indepen­
dently by Chisholm,2 who in turn generalized it to the case in 
which the contracted indices appeared in two different 
traces or one in a trace and the other in a y string. An elegant 
algorithm was developed by Kahane3 to deal with the prob­
lem of reducing the product of a r string when a subset of 
Dirac matrices in it is contracted by pairs. This in turn was 
generalized by Chisholm.4 Recently, Sirlin5 has found that 
additional simplifications result when the chiral projectors 
appear in these products. 

In this work a closed formula for the product of n r 
matrices is found. The coefficients of the expansion of this 
product in the covariant basis are given in terms of at most a 
trace of (n + 3) r matrices. Thus a general element of the 
Dirac algebra, i.e., a sum of r strings with given coefficients, 
can be explicitly expressed in the covariant basis. The useful­
ness of this procedure is clear once one realizes that, in prac­
tice, one only knows the coefficients of the general Dirac 
algebra element in terms of the r strings. 

The plan of the article is as follows. In Sec. II we define 
Dirac algebra, set up our conventions (that follow those of 

a'On sabbatical leave from Instituto de Fisica, Universidad Nacional Au­
t6noma de Mexico, Apdo. Postal 20-364. 01000 Mexico D.F .• Mexico. 

Bjorken and Drell6
), give some useful known results, and 

obtain the multiplication table of the covariant basis. Section 
III contains the central result of this work, namely a closed 
expression for the coefficients of the expansion in the covar­
iant basis of the product of n r matrices. Section IV is devot­
ed to the development of identities in which a general ele­
ment of Dirac algebra is left and right multiplied by two basis 
elements with one or two Lorentz indices contracted. These 
identities, when combined with the expression for the pro­
duct of n r matrices, lead to a method that can be used to 
generalize the Caianello-Fubini-Chisholm-Sirlin identities 
for a general Dirac algebra element. Seen in the light of this 
generalization, the algebraic content of these identities is 
clear: The tensor coefficient just vanishes when a Dirac alge­
bra element is sandwiched between yl' and rw In Sec. V, a 
general method for the evaluation of squares of matrix ele­
ments of processes that contain distinguishable fermionic 
lines is presented. The importance for this purpose of the 
expression for the product of n r matrices obtained in Sec. 
III is then made clear: If one begins with a matrix element vii 
with a product of n r matrices, call it F, the squaring of it 
~ves the trace of (2n + 2) r matrices, I vii 12 = Tr &' iF&, f 
F, where &' i and &' f are particle projectors. This means 
(2n + I)!! terms in the spin-averaged transition probability. 
This is to be compared with (n + 2)!! typical terms that are 
obtained using the method proposed in this work. In the final 
section several applications are given. These include the 
computation of a general vector and axial-vector matrix ele­
ments and how to get the spin dependence of a matrix ele­
ment out of the unpolarized case. 

II. DIRAC ALGEBRA IN THE COVARIANT BASIS 

Dirac algebra is generated by products and sums off our 
basic elements of, r l

, y, and r that satisfy the anticommu­
tation relation 

{ rl', rVJ = 2gI'VI, (2.1) 

where gl'V are the matrix elements of g 
= diag (1, - 1, - 1, - 1); and 1 is the identity element of 

the algebra. The simplest effective realization of this algebra 
is given in terms of 4 X 4 matrices. This implies that any 
element of the algebra is a linear superposition of 16 elements 
that define a basis. An appropriate basis for field theory com­
putations is given by the covariant basis.7 This basis is de­
fined by the unit element I, and rl' themselves, the six com­
mutators of the basic elements 
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ul-''': = (i/2)[yl-',y"], 

ther\ 

y: = i'fylrr = (i/4!)eaPl-'"ya ~yl-'Y", 

(2.2) 

(2.3) 

where 'aPI-''' is the Levi-Civita completely antisymmetric 
symbol, with '0l23 = - ,0123 = 1, and, following Bjorken 
and Drell conventions,6 we sum from 0 to 3 when repeated 
Greek indices appear. We complete the definition of the co­
variant basis with the four "axial-vector" elements 

yyl-'. 

In terms of the 16 elements a general element of Dirac alge­
bra is given by 

r = S + iPy + VI-' yl' + iAl-' yyl' - (i/2)T I-'"ul-''', (2.4) 

with the expansion coefficients S, P, VI-" AI-" and TI''' 
= - T"I-' arbitrary complex numbers. Phases and signs in 

these coefficients have been introduced for later conve­
nience, but they are mostly there to compensate the i factors 
in the y and ul-''' definitions. The name covariant associated 
with this basis stems from field theory because when a ma­
trix element of r between spinors i = X t'f and t/J is taken, 
the resulting object, 

(2.5) 

will be a Lorentz scalar ijS, P, VI" AI-" and TI''' transform as 
I 

a scalar, pseudoscalar, vector, axial vector, and tensor of 
rank 2, respectively. 

The most widely used relations among elements of this 
basis are 

y.y=l, 
{yl-',yj =0, 

and the so-called Gordon relation 

yl-'y" = H yl-',y"j + H yl-',y"] 

(2.6) 
(2.7) 

(2.8) 

A less common identity is given by the product of three y 
matrices 

yl'yay" = gl-'ay" _ gl-'''ya + ~"yl' + i, l'a"Pyy p. (2.9) 

Another useful relation is 

ul-'''y = - (i/2)eI-'''PUupu = - iql-''', (2.10) 

where the dual ofa second-rank tensor DI-''' is defined by 

DI-''': = !'I-'"puD pu. (2.11) 

Using these identities one can construct the multiplication 
table of the basis; this is given in Table I. The algebraic con­
tent of this table can be reexpressed through the product of 
two elements of the algebra. Denoting by subindices the ex­
pansion coefficients of both elements 

r lr2=(SI + iPly + Via ya + iA la yya - (i/2)TlaPif
P)(S2 + iP2y + V2/-' yl-' + iA21-' yyl' - (i/2)T21-'''UI-''') 

= (SIS2 - PIP2 + VI . V2 + A I • A2 - !TlaP T~P) + i(SIP2 + PIS2 + A I • V2 - VI . A2 + !Tlap T~'1y 

+ (SIV2a + VlaS2 +A la P2 - PIA2a + Tlal-' V f + V iT 2/-'a + Tlal-'A i-A f T2l'a)ya 

+ i(PI V2a - VlaP2 + SIA2a + A laS2 - Tlal' V f + V i T21-'a + Tlal-'A i + A f T21-'a )yya 
~ - - P 

- (i/2)(2Vla V2{J - 2VlaA2{J + 2A la V2P + 2A laA2p + TlapS2 + SIT2ap + Tla P2 + PIT2ap + 2Tlal' T/:p)if . 

Let us close this section defining the even and odd parts 
of a Dirac algebra element with respect to y. We call even or 
odd that part of a Dirac algebra element that commutes or 
anticommutes with y, respectively. Thus, we can decom­
pose 

r=rw +rt)', (2.13) 
with 

[rg',Y] =0 (2.14) 
and 

(2.15) 

(2.12) 

In terms of the covariant basis 

r g' = S + iPy - (i/2)TI-'''ul''' (2.16) 

and 

III. PRODUCT OF n r MATRICES IN TERMS OF S­
EXPANSION COEFFICIENTS 

Because every element of Dirac algebra stems from a 
sum of products of y matrices, it is important to study the 

TABLE I. Multiplication table of the covariant basis of Dirac algebra. The symboI8a
{J."v: = g""t/" - g"vtt". Elements in the first column multiply on the 

right elements of the first row. The multiplication by the unit element has been omitted for brevity. 

r r" rr" 

r 1 rr" r'" -iiTJ.l.Y 
ya -rya g"'" - iu o

" - g"'"y' + 00'" i8afJ,,,vrfJ - ea,"vfJrrfJ 
y'ya -ya +g"'"r -00" -g"" + iu°'" i~,,"vrrfJ - E"l'fJrfJ 
u ofJ _ iqafJ i/jo{J.""rv - E"fJ"vrrv i8afJ. v'"y' r v - ea/Jpv r v 8afJ,,"v _ iea/Jpvr _ i[g"'"ufJv _ g"vufJ" 

+ gfJvu a" _ gfJ"U OV
] 
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relation among elements of this algebra that are related 
through products of y matrices. In this respect, it is useful to 
define 

r"~) = ry/J, (3.1) 

where in the covariant basis 

r I 1') = S I 1') + iP I /J)yS + V!:)r" + iA !:)ySr" 

- (iI2)T'd;}u aP. (3.2) 

From the multiplication table or from Eq. (2.12), one 
immediately gets the relation between the expansion coeffi­
cients of rl/J) and r. Explicitly, for the even rl/J) coeffi­
cients, 

Sl/J) = VI', 

p(/J) =A 1', 

(3.3a) 

(3.3b) 

T'd;} = Vag; - Vpg:: + Aoe~~p , 
and, for the odd r (p) coefficients, 

(3.3c) 

V!:) = Sg:: + T~ 1', (3.4a) 

A!:) = T': a + g::P. (3.4b) 

Here we remark that even (odd) r(/J) coefficients are given 
solely in terms of odd (even) r coefficients. 

Consider next, the element of Dirac algebra formed by 
the product of2n ymatrices, r2n. This element naturally is 
purely even and therefore 

r 2n = s2n + ip 2nyS - (i12)T!'P crzP. (3.5) 

Multiplication of r 2" by a y matrix gives a purely odd ele-
ment 

r 2n +' = V!" + 'r" + iA !n+ 'ySr"; (3.6) 

calling y/J the matrix that multiplies r 2", we get 

r 2n + 1= r 2ny /J = r 2nl /J). (3.7) 

If we mUltiply once more, this time by yV, we obtain 

r 2n + 2 = r2n + 'yV = r 2n + Ilv) = r 2"(/Jv). (3.8) 

Using Eq. (2.12), it follows that 

and 

v!n + 1= v!nl/J) = S2ng:: + T 2n ;:, (3.9a) 

A 2n + I = A 2n(/J) = 1'2n/J + n/J p2n (3.9b) 
a a ·a 15a , 

s2n+2 =sZn(/Jv) = V 2nl/J)v, 

p2n + 2 = p2nl /JV) = A 2n( /J)v, 

T2n+2 = TZn{/Jv) = V2n{/J)gv _ V 2n(/J)gV 
~ ~ a p p a 

(3. lOa) 

(3. lOb) 

+ A ~n(/Jle~. (3.10e) 

After substitution of the first set of equations in the second, 
we obtain 

s2n(/Jvl = S2ng/Jv _ T 2n/Jv, 

pZn{pv) = 1'2n/Jv + p 2ngPV, 

T 2n(/Jv) = T2ng/Jv + S2nt)/Jv + T2n7J/)I!;vt)Or ap up ap o· Or ap· 

(3.1la) 

(3.lIb) 

(3.ltc) 

In the last formula, use has been made ofEq. (A7c) to expli­
citly show the antisymmetry in a, p. 

From Eqs. (3.10) and (3.11a) we can formulate the fol­
lowing theorem. 
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Theorem: The coefficients in the covariant expansion of 
the product of n y matrices are a linear combination of S 
coefficients of at most a product of (n + 3) Y matrices. 

In fact, from Eq. (3.11a) 
T2n~ = S2n~P _ SZn(aP) = ~(S2n(fJa) _ S2n(aP»), 

and from Eq. (3. lOa) 

(3.12a) 

(3. 12b) 

Combining this formula with Eq. (3.11c) and (A 7), we get 

A 2n(/-I)a = _ IT 2n(/-Ip)Or ea = Is2n{/-IpOr)ea (3.12c) o ·pOr Ii .pOr· 

Finally, from this and Eq. (3. lOb), we get 
p 2nl /-IV) = A 2n{ /J)V 

(3.12d) 

The relevance of this theorem is clear if one observes 
that the S coefficients are directly related, in the matricial 
representation of the algebra elements, to the traces (invar­
iants) of the algebra elements. From the well-known trace 
theorems,8 we obtain 

S 2n _ S(ata2···a,n) _ IT (at a2.) 
- - <4 ry ".y 

= : [alaZ···a2n ], (3.13) 

where a convenient notation has been introduced in the last 
line. In terms of it, the recursive relation between S 2n and 
s2n-2 reads 

s2n = [a 1a Z".a2n ] 

2n 
= 2.:( -ltgataJ[aza3,,·aj_laj+I,,·aln] 

j=2 

2n 
= 2.: ( - 1 ) jga t

a
) [ a 1a 3·"aj _ I aj + I ,,·a2n ] , 

j=2 

with ( - W = + 1 or - 1 if the permutation 

(
123 "'2n) 
1j 2·,,2n 

(3.14) 

is even or odd. Thus, when fully expanded, S 21t has (2n - 1)1! 
terms. If no confusion arises, we will also use the square 
bracket notation for "contracted" y products. For example, 

Tr;jy/JcI =aabpdv Trr"ypy/JyV 

= 4aabpdv [apJLv] 

=:4[abJLdl. (3.15) 
Using (3.14) we can obtain explicit formulas for the relations 
(3.12). From (3.12a) and (3.14) we get 

(3.16a) 

This expression can be still simplified to 
2n 

T2n~ = _ 2 2.: (_ l)i-igaai 

i<i= I 

xrJ[ a!'"ai_1ai+ 1·"aj_1aj+ I ,,·a2n ], 
(3.16b) 

which is easier to use than the more compact looking form of 
Eq. (3.12a) because the antisymmetry of the a,/3 indices has 
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been taken into account. Equation (3. 16b) has n[(2n - I)!!] 
different terms. 

The V;''' + 1 coefficient in Eq. (3.12b) cannot, in general, 
be simplified any further. An explicit formula for it is 

(3.17) 

which has (2n + I)!! different terms. 
In analogous form, we can find explicit formulas for 

P 2,,( JUZ) and A ;." + I. From Eqs. (3. 12b) and (3. 12c), we obtain 

A 2" + la = A 2,,(az. + ,)a = P 2,,(az. + ,a) 

···ak_Iak+1···a2,,+ 1 ]eapfZk'l. (3.18) 
As we will see in the example below it is possible to reduce 
the number of terms in Eq. (3.18) using the identity 

gJJ'VexPr6 = _ gJJaePr6'V + gJJfJear6'V 

(3.19) 

The number of terms in (3.18) is(2n + 1)!!(n/3), forn> 1. Use 
of(3.19) reduces this a bit, in any case this is smaller than the 
(2n + 3)!! originally expected. 

We are now prepared to generalize Eqs. (2.8) and (2.9). 
Thusr 4 is 

+ . a,a2a3a4.,s Ie r . (3.20) 

For r S
, we get 

ra'raZra3ra4ra, 

= [a1a2a3a4]ra, - [ala2a3aS]ra4 

+ [a1a.p4aS]ra3 - [a1ap4aS]ra2 + [a.pP4aS]ra, 

(3.21a) 

Using (3.19) simplifies the term r r". We get, using ittwice, 

ra'raZra3ra4ra, 

= [a1a 2a 3a4]ra, - [ala2a3aS]ra4 

+ [a1a.pPS]ra3 - [a1ap4aS]ra1 + [a.pP4aS]ra, 
+ i(ga,aZea3a4a,'V _ ga,a3eaza4a,'V 

+ gaZa3ea,a4a,'V + ga4a'Ea,aza3" 

_ ga4" Ea,aZa3a, + ga,,, ea,aza3a·)rr 'V (3.21b) 

which has six, instead of ten, factors in the rr" term but in 
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which the symmetry among the indices has been lost. 

IV. IDENTITIES FOR CORRELATED r MATRICES' 
PRODUCTS 

One of the possibilities that the theorem of the previous 
section brings out is the systematic development of identities 
for correlated products of r matrices. Examples of such 
identities are 

rllrJJ = 4, 

rllyarll = - 2ya. 

(4.1a) 

(4.1b) 

These identities find their use in higher-order calculations in 
field theory and in the simplification of expressions for the 
crossed terms of the square of identical particle amplitudes. 
In particular, Sirlins has found recently several identities of 
this kind and has used them in higher-order computations of 
gauge theories. 

Perhaps the most clear way to understand why the con­
traction of two r matrices leads to simplifications is to ob­
serve that 

rllrrJJ =rJJ(S+iPr+ vaya 

+ iAa rya - (i/2)T aPO" aP)rll 

= 2(28 - 2iPf - Va ya + iAa rya). (4.2) 

This means that the resulting coefficient of the covariant 
expansion is simply the original coefficient times a factor. 
Besides this, the tensor coefficient is annihilated by the 
rJJrrJJ operation. From Eq. (4.2) and the formulas (3.13), 
(3.16b), (3.17), and (3.18) we can, by a simple substitution, 
obtain any relation of the form 

rllrNrJJ = rllra'raz···raNrJJ 

{
4(S 2n - iP 2nr ), if N = 2n, 

= 2( - V;''' + lya + iA ;'11+ Irya), if N = 2n + 1. 

(4.3) 

We can now explore relations of the form (4.2) for other 
basic element. From the r dual properties (2.14) and (2.15), 
it is clear that 

rrrs = S + iPf - (i/2)TapifP - (Vaya + iAarya). 
(4.4) 

From this and (4.2) we get 

rrllrrril = 4( - S + iPf) + 2( - vaya + iAarya). 
(4.5) 

These formulas form the basis for a set of relations of the type 
(4.3). 

Less direct relations emerge from the doubly contract­
ed products. For this case we have 

rJJr'Vrr"rJJ = 16(S + iPf) + 4(Vaya + iAayar), (4.6) 

and 

rJJr'VrrJJr'V = - 8(S + iPf) + 4(Vaya + iAarya). 
(4.7) 

Subtracting the two last formulas, we get 

rJJr"FuJJ'V = 12( - is + Pf) 

Matias Moreno 

(4.8) 

579 



                                                                                                                                    

and 

(4.9) 

The last relation shows that the u"" sandwich of an arbitrary 
algebra element has annihilated all but the Sand P expansion 
coefficients. 

Let us finally quote two mixed basis elements contract­
ed products 

and 

Y"ru"" = ( - 3iV") + i(3iA ")r 

+ (3iSg~ + iT~a)t' 
+ i(3iPg~ + it~ a )rt' 

- (i/2)( - iVa c56; + iA a E':8,.)o'h, 

u""ry" = (2iV") + i(3iA ")r + ( - 3iSg~ + iT~a)t' 
+ i( - 3iPg~ - iT~ a )rt' 

- (i/2)( - iVa c56; + iAa e':8,.)o'h. 

From which a new set of identities can be derived using the 
relations of the previous section. 

We can therefore induce from these considerations a 
simple rule to obtain identities among correlated products of 
y matrices: First, derive the identity for a general element of 
Dirac algebra. Then use the formulas for the expansion coef­
ficients of products of y matrices. 

V. USING THE COVARIANT BASIS 

A. Squaring of matrix elements: Spin and particle­
antiparticle dependence 

Let us consider a one-line spin ~ fermion amplitude, 
such as the one in Fig. 1. In terms of the incoming, i, and 
outgoing,/, spinors the amplitude can be written as 

vllfi = wlrwj> (5.1) 

where r is a 4X4 matrix that depends on external param­
eters (polarizations, momenta, etc.) of any particle or source 
that participates in the process. Plane wave spinors WI and 
WI may correspond to particle, u, or antiparticle, v, states. In 
general to make contact with the experiment one must take 
the square of vii fi' The standard8 procedure leads to 

Ivllfil2 = Tr[rA (p;)I(J;)FA (PI )I(JI I], 
(5.2) 

(5.3) 
and the energy A and spin ~ projectors have the form 

A (p) = IJ ± m)/2m, 

~(J) = (1 + rJ)l2; 

(5.4) 

(5.5) 

with p.J = 0 and the signs in the energy projector correspond 
to particle ( + ) or antiparticle ( - ) states. 

580 

S(p,m;J) = ! [s + V~P - i(A'J + ~TpaJa)] , 

P(p,m;J) = ![p+A~P +(V'J+JaTaP~)]' 
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FIG. 1. One fermion line amplitude considered in Eq. (5.1). The ball might 
contain within itself other fermion lines provided they are distinguishable. 
Wavy lines denote arbitrary bosonic interactions. 

When expressed in terms of the covariant basis, r has 
the form ofEq. (2.4) with the expansion coefficients depend­
ing on external parameters. We can also expand r in the 
covariant basis. We get 

r = S + iPy; + Va t' + fAa rt' - (i/2)Tapif'P, (5.6) 

with 

S=S*, P=P*, Va = V!, 

Aa = -A!, Ta{3 = - T!p. (5.7) 

Using the multiplication table, we will obtain expressions for 

r l =r·A (p;) '~(J;) 

and for 
r 2 =r.A (PI) ·~(JI)· 

(5.8a) 

(5.8b) 

In terms of r l and r 2, the trace in Eq. (5.2) can be evaluated 
immediately. Since the only matrix with nonvanishing trace 
of the basis is 1, we get from Eq. (2.12) 

1 viiI; 12 = 4(SIS2 - PIP2 + VI' V2 +AI .A2 - !TlapT~P). 

(5.9) 

In the expression (5.8) the order of A (p) and~ (J) projec­
tors is irrelevant as long asp· J = O. Because one is frequent­
ly interested in spin-summed probabilities we consider first 

r(p,m) =r·A (p). 

Performing this product, we get for particles 

S(p,m) = !(S + (V. p)lm), 

P(p,m) = !(P + (A . p)/m), 

Va (p,m) = !(Va + Ta,,(p"/m) + S(Pa/m)) 

Aa(p,m) = !(Aa + (p"/m)T"a +P(Pa/m)) 

TaP(p,m) 

(5. lOa) 

(5. lOb) 

(5.lOc) 

(5.1Od) 

= .!.[Tap + ~Va Pp - VpPa) + .!..eaP""A "p"]. 
2 m m 

(5.lOe) 

If, instead of a particle projector, one needs the antiparticle 
projector, one simply changes the sign of p in this formula, 
without changing the sign of pin S, P, V, A, or T. From this 
relation for r (p,m), we can get the general spin dependence. 
Computing 

r(p,m;J) = r(p,m)I(J) = rA (p,m)I(J), 

one obtains 
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Va (p,m;p) = ~[Va + ~Eap.vppJLVVpP + SPa + iPPa - ~ (A·.? Pa -A· p'?a) + TaJLJ!.!:... + ipJLTp.a], 
4 m m m m 

(5.11c) 

Aa(p,m;.?)=~[Aa +~EaJLvppP.Av.?P-iS.?a +pPa +~.?' Vpa _po V.?a) + pJLTJLa +i.?JLTJLa] , 
4 m m m m 

(5.lld) 

T ( ) 1 [T i ( JL-T JL-T)' (TP.PPP pJL S VJL) v ap p,m;.? = - ap + - P JLp'?a - P p.a.?P + lEafJJLv - + - + .? 
4 m m m 

+~.?aPp -Pa.?p)P+~VaPp -PaVp)+i(.?aAp ~Aapp)+~EafJJLvA JLPv}. 
m m m 

(5.11e) 

The evaluation of the square ofthe amplitude becomes a matter of simple substitution ofEq. (5.10) or Eq. (5.11) into Eq. 
(5.9) taking into account Eqs. (5.7) and (5.8). Arbitrary polarization of incoming or outgoing states can be obtained using Eq. 
(5.11). Ifantiparticles instead of particles are involved it is enough to change the sign ofp in Eqs. (5.10) or Eqs. (5.11) without 
changing this sign within S, P, V, A, or T. 

One can now appreciate better the importance of the theorem in Sec. III because using it we can write any amplitude of 
the form (5.1) in terms of the covariant basis. Thus, the method of squaring amplitudes presented above becomes practical. 

B. Two cases: The vector plus axial-vector amplitude 
and the vector pJus scaJar case 

In the actual substitution of the general expression for r 
we do not expect a great simplification of the final result. 
However, in many applications only some of the coefficients 
are nonzero. We consider first the unpolarized case in which 
r has only nonzero Vand A, i.e., 

r = Va yz + fAa ysyz, (5.12) 
which appears frequently in low-order perturbative calcula­
tions of electroweak theories. Substituting Eq. (5.10) into Eq. 
(5.9) one finds for the spin-summed probabilities 

LI1fil2 
~i.,Jf 

Squaring it gives, using Eqs. (5.11) in (5.9), 

11/2 = Tr(rAi . .!):;Ap.!'t) 

(5.13) 

We note that the expression is identical for particles or anti­
particles. Furthermore, if V and A are relatively real, as in 
the example below, we get 

LI1fi 12 = V 2(1 _ Pi' ;f) -A 2(1 + Pi' ;f) 
'v'f m m 

+ EaPJLVVaApPtp. Piv)' (5.14) 

The second case that we want to analyze is the amplitude 
with nonvanishing vector and scalar components. We will 
give the square of the amplitude with and without spin for 
this case. The particle-particle amplitude is 

1 = uf{S + f)u i • (5.15) 

=! {(s+~. v)(s*+~. V*)-(iV'Jj)(iV*·'?f)+(Va +P;s+ ~ EaPJLvpfVJL.?r) 

(v ·a Pf C"* i apa-r V* ) ('C" i V i V )(. * i X + ~ + m E Pfp q.?/'r + -l~.?ia - m • Pi'?ja + m . PiPia - is '?f - m V* . Pf'?f 

i V* a) 1 [. ( 1 C" 0 VO) T 1 V T.T ] + ;;; . '?fPf - T tEaPOT ~Pi + .?i + m ( a PiP - , p Pia) 

X [i~~pa(.;s*P! + V·P).?f + ~va.p! - VP'Pf)J}, (5.16) 

simplification of this equation with the aid of the Appendix gives 

11/2= ! ([SS*(l +Pi~;f) + V· V*(l_Pi~;f) +~SV* +S*V)'(Pj +Pf) + VaV(fP'J ;pfPf](l-'?i . .?A 

581 

+ ~2 [ - (SS* + V· V*)Pi ''?fPI''?i + (! Pi + V) . .?f(~* Pf + V*) . .?im2 

+ (~ Pi + V*) '.?~!Pf+ V) ''?jm2 + JrPi{V* ·.?;VPt+ V''?jV* ·Pt) +'?i 'Pf(V* ''?fV'Pi + V''?fV* 'Pi} 

- Pi' Pt(V*''?j V''?f + V''?fV*, .?ill + ..;.eafJJLV[ P-:: (S*V JL - SVJL*) + vaVP*(Pi -Pf)P.] + (.?f + '?i)'j. 

(5.17) 
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This expression reduces in the case of a vanishing.?i and .?I to 

1~12= ! [SS*(1 +PI~;/) + V. V*(I_Pi~;/) +~SV* +S*v). (Pi + PI) + Va vfJ PJ ;pfpt]' (5.18) 

Let us now see how these rather general formulas work in a more specific example. 

I 
c. An example: One photon emission of an electron In 
an external field 

Let us see now how the method outlined above works in 
an example. Consider the lowest-order amplitude for emis­
sion (or absorption) of a photon by an electron in an arbitrary 
external electromagnetic field. If the external field is a Cou-

10mb potential this will lead to the Bethe-Heitler formula. If 
the photon energy is small the emitted radiation is, of course, 
bremsstrahlung. Two Feynman diagrams contribute to this 
process, they are depicted in Fig. 2. Calling k the photon 
momentum, € its polarization vector, and d the Fourier 
transform of the external field, we get 

I 

(5.19) 

where the usual manipulation4 ofthe amplitude has been done to separate different powers of k. Our method now requires us 
to express (5.19) in the covariant basis. This can be always done using the theorem in Sec. III. For the problem at hand it is 
enough to use Eq. (2.9) for the triple product of r's, which is a particular case of the product of n r matrices given at the end of 
Sec. III. We have, using Eq. (2.9), 

tI.# = t€· d -Ik· d + i(e"'1l'vkaEpdl')rrv' .lflt = tE' d -Ik. d + i(£aPl'v d aEpkl')rrv. 
Substituting this in Eq. (5.16), 

~ fi = u(PI ){[ - (E' Pi _ E' PI )d v + 1.(_1_ + _l_)(E' dkv - k . d Ev)]rV 
k . Pi k . PI 2 k· PI k . Pi 

+ i[1.(_I_ - -1-)kaE'ldl'£apl'v]rrv}U(Pi)' (5.20) 
2 k'PI k'Pi 

From this we can identify the gauge invariant expressions for V and A: 

Va = - --' --- d a +- --+-- (E·dka -k.dEa ), (
E'P' E'PI) 1 (1 1) 
k . PI k . PI 2 k· PI k . Pi 

Aa = - -- - -- I'E d £l'v{Ja' 1 (1 l)k v {J 

2 k'PI k'PI 
(5.21) 

We can now substitute this into Eq. (5.15) and integrate over the required phase space in order to compute a cross section. We 
remark that the evaluation of the square of the matrix element can always end when the coefficients of rin the covariant basis 
are identified. In fact, this will be the most compact form of expressing this square in most cases. The vectors V and A are the 
natural vector and axial vector of the amplitude. 

If one needs to make connection with other expressions for I~ fi 12 the formulas in the Appendix for products of the Levi­
Civita tensor can be very helpful. Using them, we have obtained the following form of the spin-summed I~ fi 12 containing 
only scalar products of d, E, k,PI' and Pi: 

rl~fi 12 = (E' Pi _ E' PI )2[d2(1 _ Pi' ;/) + 2Pi . dP{' d] + (d. k )2 [e(1 _ Pi' ;/) + 2Pi . EJ?' €] 
.>".>, k'PI k'PI m m k'Pik'PI m m 

2k· dE' d 1 k· de [ (1 1)] 
- 2 (Pi·kE·PI+PrkE·PI)- 2 (Prd-Pi· d ) -----

m k . Pik . Pi m Pi . k Pr k 

+ Pr kpi . k [e d 2(_1 ___ 1_)2 + 4(E . d)2 1 ] __ 1_( E . PI _ E' Pi ) 
2m2 k . Pi k . PI Pi . kPI . k m2 k· Pi k . PI 

X [2E' d(PI' d + Pi' d) - 2k. d(E' PiPI' d + E' PIPi . d). + d 2( €. PI - €. Pi )(k. Pi - k· PI )1, 
k . Pi k . PI k . PI k . Pi 

which leads to the Bethe-Heitler formula. The first term of it 
is just the bremsstrahlung soft photon amplitude. 

We observe that, in the method of evaluation of I~ fi 12 
that we have followed, the largest S coefficient that has been 
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(5.22) 

I 
needed is S4 (in the development of the triple r product), 
which contains three independent terms. This can be com­
pared with the S 8 that appears in the usual evaluation of the 
spinless form ofEq. (5.2). Here, S 8 has 711 = 105 terms. Equa-
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k,E 

Pi 

FIG. 2. Lowest-order Feynman amplitudes of photon emission. Wavy lines 
are photons, .Ji/ is a general source. The emitted photon has momentum k 
and polarization E. 

tion (5.19) has been, in fact, verified with this method9 or 
with more recent methods. 10 

VI. FINAL REMARKS 

We have shown how the use of the covariant basis of the 
algebra of Dirac leads to a general procedure for the evalua­
tion of squares of one-line spin ! amplitudes. This method 
saves, in general, a lot of effort in this evaluation. The meth­
od is based on the theorem of Sec. III in which the multiple 
product of n r matrices was computed in terms of the S 
coefficients (traces) of at most (n + 3) r matrices. Further­
more, this theorem brings out additionally a systematic pro­
cedure for the generation of generalized identities for corre­
lated products of r matrices of Dirac algebra elements, as 
was pointed out in Sec. IV. 

A by-product of this method is the observation that, if 
parity is conserved, each physical amplitude naturally de­
fines a scalar, a pseudoscalar, a vector, an axial vector, and 
an antisymmetric tensor of rank 2 in terms of which the 
probabilities of the physical process can be evaluated, as was 
done in Sec. V. The spin dependence of this probability for a 
general one-line process was expressed in terms of these five 
objects. These five objects (S, P, V, A, T) are themselves spin 
independent and are also independent on the exchange of 
particle by antiparticle. 

The method of squaring amplitudes can be extended to 
the case of identical particle scattering. The only complica­
tion is the presence of the crossed term in the square of the 
amplitude. Such a term implies a trace of the form 

Tr[(rl [!ll (PI'.? Sl\ [!ll (P4,'? 4)F2 [!ll (P2''?2fl\ [!ll (P3''?3) 

± r l [!ll( PI'.? 1)1\ [!ll(P3''?3)F2[!ll( P2h)F2( P4''?2)]' 

with [!ll (p,.?) = A (p).I (.?). This trace is, in general, more diffi­
cult to evaluate than the one in Eq. (5.2). However, some 
simplification arising from correlated products of r matrices 
usually occurs. 

Let us finally comment on the squaring of amplitudes 
method presented in this work as compared to other ap­
proaches to the problem. We have in mind the Jacob and 
Wick l

! helicity formalism and the recently proposed projec­
tor or covariant polarization method of Caffo and Remiddi. 2 

Both of these two formalisms exploit the properties of the 
initial and final wave functions. The work here presented 
concentrates instead on the "transition operator" F. We 
therefore regard the two approaches as complementary, the 
use of one does not prevent taking the other. The main limi­
tation of our approach is its present restriction to spin ~ parti-
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cles. This, however, might be overcome in the future using a 
formalism of Dirac-Fierz-Bargmann-Wigner. 13 This ex­
tension has been done for the Caffo-Remidii work by Pas­
sarino. 14 

On the other hand, the main advantage of the method 
here proposed is that one does not foresee the technical trou­
bles faced when helicity-type amplitudes are used. These 
problems stem from the kinematical singularities that often 
appear in the helicity states. 
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APPENDIX: AUXILIARY RELATIONS 

Let us first define the generalization Kronecker delta of 
2n indices, each of which can take P values, as 

8 (a l a2 ••• a n ) 

\tJ/32• .. Pn 

~l ... a ) 1, if P n is even and all a in-
!· .. Pn dices are different, 

~l ... a ) -1, if P n is odd and all a indices 
1···Pn are different, 

0, other cases, 
(AI) 

where P denotes a permutation of the lower indices with 
respect to the upper indices and all indices a must be differ­
ent among themselves. In terms of this delta, we have 

GJlvap = 8 ~ v ! ~ ). (A2) 

We remark that the position of the indices of the generalized 
Kronecker 8 bears no relation with covariant or contravar­
iant indices. Taking this remark into account and raising 
indices with g"P = diag(l, - 1, - 1, - 1), we have 

eJlWZP=8~ v ! ~). (A3) 

From the last two formulas it follows that 

(A4) 

On the other hand the general relation between 8 of succes­
sive orders is 
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(AS) 

Therefore 

(A6) 

(A7a) 

(A7b) 

(A7c) 

and 
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The systematic development of mathematics is based on the theory of sets. We present an axiom 
system in which, in contradistinction to the usual theories, it seems possible to define formal 
provability yet some useful mathematics can be derived. Some features of the theory suggest that 
these axioms can provide a possible new foundation for mathematical physics. 

The usual foundations of the theory ofsets are the axi­
oms of Zermelo, Fraenkel, and Skolem (ZFS). The ZFS sys­
tem includes the axioms of extensionality, schema of separa­
tion, pairing, sums, infinity, power set, schema of 
replacement, choice and regularity.l This system has been 
extensively studied and is considered by most experts to be 
consistent. 

In particular, the axiom schema of separation (AS) has 
been the subject of attention because of its role in certain 
paradoxes. It is well known that AS can be derived from the 
axiom schema of replacement (AR).2 

We begin our discussion by deleting AR (and also AS) 
from ZFS and designate this system as ZFS - AR. This is 
our point of departure. To this system, we adjoin an axiom, 
which we shall call the "axiom of bijective replacement" 
(ABR), as follows, 

(ABR) VxeA 3y (¢ (x,y) /\ Vx' Vy'(~(x',y') 

_(x#x'~y#y'))) 

-3U[Vsse U~3tEA¢(t,s)], 

wheret,6 (x,y) is any formula in which x andy are free and Uis 
not free. ABR says that a set is defined if there is a prescrip­
tion replacing one-for-one all its elements by the elements of 
another set. From this replaceability, we can show, using the 
axiom of choice (AC),3 that AS and ABR are independent 
and that AS + ABR = AR. Thus ABR restores as much of 
AR as we can without reintroducing AS. 

We now adjoin another axiom, "all sets are countable" 
(ASC), which can be generally written as 

(ASC) VU3MVxeU3n 

[(x, n)eM /\ VZ neZ /\ Vy((y, n)eM_y = x)], 

where Z is any set defined by the axiom of infinity (AI).4 
Here, the set of all natural numbers N is the minimal set 
defined by AI. ASC, with AC and ABR, says that from any 
set there is a one-to-one mapping onto a set of natural 
numbers. 

We designate the resultant theory ZFS - AR + ABR­
ASC or ZFS - AS + ASC as T (see Ref. 5) and shall attempt 
to show that T contains all sets of physical relevance. 

We consider first some important foundational differ­
ences between ZFS and T. The statement "A subset S of U 
exists with the property t/l' is written 

3S [VxeU xeS~tP(x)]. 

In ZFS, this statement is always valid by AS. In T, on the 
other hand, the validity of this statement or the validity of its 
negation must be shown. For example, the well-known Can-

tor proof, which in ZFS, through the use of a diagonal set, 
shows there is no one-to-one mapping between an infinite set 
and its power set, is instead a proof in T of the nonexistence 
of that diagonal set. Also, transfinite recursion, often used in 
ZFS, is not available in T. To show this, we write down the 
general statement of transfinite recursion for sets of natural 
numbers 

VneN3ueN(¢(n,u)/\ VmeNVveN 
(¢ (m,v)-m # n~v # u) /\ ((¢ (O,w) /\ tP(w)) 
/\ VleN Vpel /\¢ (p,x) /\ tP(xH (l,y) /\ tP(y))) 
-VqeN 3zeN ¢ (q,z)tP(z). 

The proof of this statement as a theorem of ZFS is well 
known. However, what is actually proven is the conditional 

3S'[VxeUxeS'~-tP(x)]-S' = 0, 

where U is the set defined by ¢, using ABR. In ZFS, the 
antecedent in this statement is always valid by AS and, 
hence, by implication, the set S is the null set and the trans­
finite recursion theorem is proven. In T, on the other hand, 
the set S is the null set if and only if it exists and thus the 
proof fails. 

As a result, only those parts of mathematics not requir­
ing transfinite recursion are derivable in T. For example, the 
existence of the set of all prime numbers cannot be shown. 
We can show, nevertheless, the basic operations of addition 
and multiplication of all positive and negative integers.6 Fur­
thermore, we can establish, using ABR and the axiom of 
sums (Al:),7 the existence of the set of all fractional numbers, 
sequences of distinct fractionals as bijective maps from the 
natural numbers and the real numbers as limits of sequences 
of distinct fractional numbers. The set of real numbers exists 
and is countable.8 

The investigation of analysis in the space of countable 
reals is underway and proofs are still naive. It is, however, a 
complete metric space. One can show in T that every bound­
ed set of reals has a least upper (and greatest lower) bound. 
Whether the space is compact and in what sense it is a con­
tinuum are open questions. 

Let us now construct sets which have physical rel­
evance, that is, functions having a range and domain of con­
tinuous real or complex variables. We first state the simple 
result that the range of a constant function is given by AC. 
To show the range of nonconstant functions of a real vari­
able, we write down the general statement that a mapping 
¢ (x, u) of real variables is bijective, letting the domain (the set 
of all x) be the open set (0, 1) and restricting u to the same set, 
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[Vxe(O,l) 3ue(0,1)[;(x, u)Ax'e(O,l) 
Vu'e(0,1)3Cu,x,Cx,u(;(x', u'~(x' -x') 
<Cx,u(u - u')A(u - u')<Cu,x(x -x'))]. 

The range (the set of all u) exists by ABR. We now introduce 
the postulate that Cx,uCu,x = 1 ACu,x >OACx,u >0. 
Hence Cu, x and Cx, u each have a least upper bound given by 
the reciprocal of the greatest lower bound of the other, and 
we have 

[Vxe(O,l) 3ue(0,1)[;(x, u)A 3C1C2 

Vx'e(O,l) Vu'e(O,l) (; (x', u') 
-(x -x'I<C1Iu - u'l A lu - u'I<C2 Ix -x'l)], 

where C1 and C2 are upper bounds. This result may be 
termed a bi-Lipschitz condition. We can show that u, being 
bounded, is continuous and differentiable, from the fact that 
bounded monotonic sequences converge. An identical result 
is obtained with Cx,u Cu,x = 1 A Cu,x < 0 A Cx,u < O. Further­
more, simply by scaling the variable u, the range can be made 
equal to the domain and the quantifiers can be equivalently 
V u 3x. We recognize that, repetitively applied, our postulate 
means "There is a set of equivalent real varaibles, XI' 

X2' ... xp , in which any change in one is accompanied by 
some change in all the others" and may be interpreted physi­
cally as universal coupling. 

From these monotonic pieces, one can construct, us us­
ingA l:, functions which are not in general monotonic but yet 
are bi-Lipschitz everywhere except for isolated missing 
points. These functions are thus semicontinuous and can be 
shown to be of bounded variation. If all of the relevant re­
sults of analysis based on ZFS can also be derived in this 
theory, we obtain a Hilbert space. The fundamental equa­
tions of physics describing field phenomena in space-time 
are well known to have general solutions which form such 
Hilbert spaces. 

To show functions of a complex variable, an analogous 
proof uses bijective mappings of real pairs (x,y) and (u, v). 
Conformal mappings w = u + iv = I(z) + I(x + i y) are ob­
tained from the postulate (Cu,x = CU,y) A (Cu,x = - CU,y) 
ACx,u = Cy,u) A (Cx,u = - Cy,u)' The result from (Cu,x 
= - CU,y) A (Cu,x = Cu,y)A(Cx,u = - Cy,u) A (Cx,u 
= - Cy,u) refers to mappings where the orientation is re­
versed. These derivations may be extend to higher dimen­
sions. 

We are left with the question, however, as to why phys­
ics would have a special preference for the theory T, since the 
same results could be achieved in ZFS, albeit with an ad hoc 
assumption of bijectivity. Is there any link between math­
ematical foundations and natural events? An answer may lie 
in the general treatment of provability due to Tarski. Tarski 
has shown that, in any consistent theory, one cannot define 
both the set G of all formulas tP(x) and the set Vof all such 
formulas which are provable.9 In set theories rich enough to 
contain recursive arithmetic and also in which G and V are 
sets, such as ZFS, it can be shown that the set G is definable 
and hence the set V cannot be, leading to his result that 
provability cannot be defined in those theories. When viewed 
within T, even though basic arithmetic is interpretable, with­
out recursion one cannot show G to be a set, since there is no 
formula generating just those strings of symbols that are syn-
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tactically correct, i.e., there can be no prescription for mean­
ing in a system which is rich. This allows a possible extension 
ofT, call it T*, obtained by now adjoining to T an axiom that 
the set V is definable. This axiom can be written 

(AV) 3V[VneNnEV~3peNDem(p,n)], 

where Dem (p,n) is that arithmetical formula in T* which 
represents the statement, "The entire preceding sequence of 
provable formulas, whose aggregate G6del number is p, is a 
proof in T* of the formula, which is equivalent to none of 
those preceding, whose GOdel number is n." With this, we 
can now show the existence of undecidable formulas in T*. 
We first note...!hat there is a one-to-one mapping from the set 
Vonto a set V which contains just the GOdel numbers of the 
negations of the formulas whose G6del numbers are in V. 
The set V is definable in T*, hence V is definable and their 
union VUVas well. If this union were equal to G, then G 
would ~ definable but that contradicts the Tarski proof. 
Thus VuV =/=G. It follows that there are undecidable formu­
las in T*. The existence of undecidable formulas can be con­
sidered the price we pay for provability. It seems reasonable 
to require provability in the description of natural events yet 
not to be deterred by undecidable formulas. We would thus 
prefer T* , if it is consistent, as a foundation for mathematical 
physics. 
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I 
II 
III 
IV 
V 

'lin, peN 
'IIn,peN 
'lin peN 
'lineN 
'IIn,peN 

.::1. +.::1p =.::1.+ p, 

.::1 •. .::1p =.::1 ... P' 

.::1. #.::1p++n#p, 
x=.::1.->-x=JoVx=J. V ... x=J., 
J."Jp VJp<J •. 

These five axioms are the minimal subtheory for which all recursive sets are 
definable. Thus some recursive concepts are not definable as sets in T. Fur­
thermore, a1l the Peano axioms except the induction axiom can also be 
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obtained in T. Peano arithmetic without induction is not essentia1ly unde­
cidable . 

7 Al: says that a set exists which contain exactly a1l the elements of the sets 
included in a set of sets. written as 'IIA 3B 'IIx [xeB++3C(xeC A CeA)). 

8Derivation of the reals is given in D.]. BenDaniel. "A Theory of Countable 
Sets." to be submitted to Symbolic Logic. 

9G and V are sets of natural numbers which are obtained by any suitable 
GOdeIization procedure for expressions. The Tarski proof is discussed in 
detail in the reference of footnote 6 where a diagonal function D is utilized 
instead of the set G. 

D. J. BenDaniel 587 



                                                                                                                                    

Spinors as fundamental objects 
Paolo Budinich and Krystyna Bugajskaa) 

International Schoolfor Advanced Studies, Trieste, Italy 

(Received 17 August 1984; accepted for publication 9 November 1984) 

We define, on the algebraic Dirac spinor space 1/', some operators D ± and T± . By means of them 
we show how the fundamental operations of Hermitian conjugation, complex conjugation, bar 
conjugation, and so on may be introduced in the Clifford algebra approach. These definitions 
depend on the geometrical property of the pure imaginary unit i of the Dirac algebra D,., and are 
the same only for mod 4 dimensions of vector space-times RS.I 

• Furthermore, on the set I/' X I/' we 
introduce equivalence relationsR ± and define bijections X ± between I/' X I/' /R ± and D •. I • We 
investigate some properties of X ± and give the necessary and sufficient conditions for uED'.1 to 
belong to some minimal left ideal of Ds•I ' Next we use the decomposition of the Dirac algebra D •. I 
onto the Dirac spinor spaces to demonstrate two different ways of an action of any element 
seSpin(x,t). These considerations throw a new light onto the problem ofthe covariant derivative 
on the bundle of algebraic spinors over a space-time manifold. 

I. 

Let us assume that we have an n-dimensional real vec­
tor space-time of signature (s,t ) which we shall denote by R·· I 

• 

Let R S.I be its corresponding universal Clifford algebra. I It is 
known that we can find the faithful matrix representation of 
any Clifford algebra R,., which exhibits its character as the 
real algebra of endomorphisms of some F-linear space 
S = S Is,t ).IHere F denotes a division ring given by entries of 
matrices in the matrix representation of R •. I .) Furthermore 
we know that S can be realized by any minimal left ideal of 
Rs•t • But to determine a minimal left ideal of Rs•t we have to 
fix some primitive idempotentf = f21see Ref. 2). Let {el}, 
ie( 1, ... , s + t ) be an orthonormal base of our vector space R·· I 

and let {eK 1 be the corresponding canonical basis of R S•I 

(here K denotes a multi-index), i.e., 

eK=ei, .. ·e1k , 1<.i1 <i2··· <ik<n. (1.1) 

It can be shown3 that for any Clifford algebra R •. , there 
exist X = t - H (t - s) pairwise commuting, nonannihilating 
idempotents of the form 

!II + eK ), (1.2) 

such that their product 

fl=11I2X)ll +eK,)···(1 +eK) (1.3) 

is a primitive idempotent.4 Now, when we vary independent­
ly the signs Ej in the product 

(1I2X)(1 + EleK, ) ... (1 + ExeK), (1.4) 

we obtain 2x orthogonal primitve idempotents which we 
shall denote by fa, a = 1, ... , 2X • They determine the decom­
position of R'. I in the corresponding to ff minimal left 
ideals, i.e., 

2", 2'" 

R,., = fBRs.,fa = fBS a
• 

all all 
(1.5) 

For the simple Clifford algebra R S•I we can always take 
the matrix representation of R'.I in which the ath column 

oJ Present address: Institut fUr Theoretische Physik der Technischen Uni­
versitit Clausthal, 3392 Clausthal-Zellerfeld, West Germany. 

represents sa (see Refs. 5 and 6). Thus the decomposition 
(1.5) is equivalent to the decomposition of the matrix algebra 
in its columns. In a general case, entries of a matrix realiza­
tion of a given Clifford algebra R S•I belong to one of the rings: 
R, C, a, 2a, or 28, respectively, depending on the concrete 
dimension'TJ = s + t and the concrete signature (s,t ). For this 
reason we are interested rather in the corresponding Dirac 
algebra D s.1 instead of the Clifford algebra R s.1 itself. By de­
finition, 7 D S.I is algebraically equivalent to the complexifica­
tion of the corresponding Clifford algebra R •. I • More pre­
cisely, for even-dimensional vector space-time R··I

, DS•I is 
determined as a real Clifford algebra of appropriate enlarged 
vector space RS'.", s' + t' = s + t + 1, such that 

R S•I CDs., : = Rs,." r;;;;;.R ~,. (1.6) 

Again, Dirac spinor space I/'Is,t ) is, by definition, given 
by a left minimal ideal of Ds•I , i.e., 

I/'Is,t) = S (s' ,t '). (1. 7) 

When s - t = 0, 2 mod 8, Rs•t is realized by the real matrices 
and in addition we have X (s,t ) = X Is',t '). This means that any 
primitive idempotent f of R S•I can be taken as a primitive 
idempotent of R ... I , = Ds•, ' Hence in this case 

I/'(s,t) = R ... I , fr;;;;;.(R •. ,)C = S(s,t)c. (1.8) 

The above isomorphism can be obtained by taking as the 
basis elements of the Dirac spinor space I/'(s,) the basis ele­
ments of S (s,t ). 

II. 

Let us fix some even-dimensional vector space R·· I
, 

s + t = 2r.lts Dirac algebra D S•I is realized by a 2' X 2' com­
plex matrix algebra (;(2') (see Ref. 8). Letfbe a primitive 
idempotent of R ... I , = DS•I ofthe form (1.3). Let {PI""PN I, 
N = 2' be the basis of the corresponding spinor spaceS (s',t '). 
We can assume that 

Pj=uJ, i=I, ... ,N, (2.1) 

with U I = 1 and U j = eSt' [Here, SI is a multi-index given by 
(1.1).] Thus any spinor f/!el/'(s,t) = S (s',t') can be written as 
'" = uf, where 
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u = t/JIUi> t/JIEe. 12.2) 
Any primitive idempotentf determines not only the left 

minimal ideal Rs',t' f but also the ri~ht ptinimal ideal}R .. ,t'· 
Hence it is obvious that any element .petJIls,t): = iDs,t can be 
written as 

ft, =fu, 12.3) 

with u given as above, i.e., u = t/JI ul · 
Letfl+ andfl_ be the anti-involutions of R ... t , induced 

by the identity transformation and reflection of RS'.t' , respec­
tively. These maps allow us to construct operators 

D± :I/I-+Ip 12.4) 

in the following way. 
First, V.pel/l, we define 

D +It/J) = cu+ fl+lt/J) =fcu+ fl+lu), 12.5) 

D -It/J) = cu_ fl-(t/J) =fcu_ fl_lu). 

Similarly we can define operators iJ ± : Ip-+I/I 

iJ +Ift,) =fl+(ft,)m+ =fl+lu)m.J, 12.6) 

iJ -(ft,) =fl-(ft,)m- =fl-(u)m-f. 

The elements cu ± have to be taken in such a way that 

cu ± fl ± (f)m ± I = f. (2.7) 

Such elements cu ± eR ... t , always exist although the property 
(2.7) does not determine them uniquely. 

We also introduce the T operators by 

T +(t/J) = D +(t/J)m:;:: 1= cu+ fl+(t/J)m:;:: I, 

=fcu+fl+(u)m:;::I, (2.8) 

T-(t/J) = D -(t/J)m = 1= cu_ fl-(t/J)cu = 1= fcu_ fl-(u)m = I, 
and similarly 

r+(ft,) = cu:;:: I fl+ (ft,)m + = cu:;:: I fl+(u)cu+f, 

r - (ft,) = cu = I fl-(ft,)m- = cu = I fl-(u)m-f. 
(2.9) 

We can check that 

r + T +(t/J) = t/J, iJ + D +(t/J) = E +t/J, 
whereas (2.10) 

r - T -(t/J) = t/J, iJ -D -(t/J) = E _ t/J, 

with E + given by 

(2.11) 

Let us recall that R .. ,t' = Ds,t is a real Clifford algebra 
which is realized by the algebra of2' X 2' complex matrices. 
The complex nature of R .. ,t' is introduced by the product 

erf!le2· .. es+" (2.12) 

which plays the role of the pure imaginary unit i. [Here, eo is 
determined by an additional dimension to our starting vec­
tor space Rs,t (see Ref. 9)]. 

Thus we always have that either fl+(i) or fl_(i) is equal 
to - i andfl+(z} = - fl_(i). Hence 

r-T+(t/J) = 1/Jr~-1 fl_+(uI)~f, (2.13) 

with 

(2.14) 

and 

(2.15) 
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Similarly, we obtain that 

r+T-(t/J) = 1/JrB -I fl+_lul)B/ 12.16) 

and 

iJ + D -It/J) = 1/Jr fl+-(ul)Bf, 

with 

B =fl+lcu-)m+; fl+- =fl+ 0 fl-· (2.17) 

Because we can easily check thatfl+ _(ul ) = fl- +(u/) as well 
as ~ = ± B, we obtain that 

r-T+ = r+T-. (2.18) 

Now we can introduce the operations +, T, and •. How­
ever, the definitions of these operations will depend on the 
sign E in the formula 

fl_(i)=Ei, 12.19) 

i.e., will depend on the dimension n = s + t of our vector 
space-time R s

•
t

• We shall define 

t/J+ = T+(t/J), t/JT = T-(t/J), t/J. = r+T-(t/J), (2.20) 

when E = + 1, and 

t/J+ = T-(t/J), t/JT = T+(t/J), t/J. = r+T-(t/J), (2.21) 

whenE= -1. 
We see that in the general case we can write 

t/J+ = TE(t/J), t/JT = T - E(t/J), 

and 

12.22) 

where E is given by 12.19). This is a generalization of some 
operations introduced by Budinich. lo We can easily check 
that E = + 1 for n = 2 mod 4, whereas E = - 1 for 
n =Omod4. 

However, any element .pel/lls,t) = R .. ,t' f C R .. ,t' has 
its matrix representation as· well as any element 
ft,elp(s,t) = f Rs',t' CR ... t , has one. Besides,inthematrixalge­
bra R .. ,t' ~ Q2') we have very well-defined operations of the 
Hermitian conjugation, transposition, and complex conju­
gation. Thus it is quite natural that we want to represent the 
spinors t/J+, t/JT, and t/J. given by 12.20) or 12.21) by the Her­
mitian conjugated, transposed, and complex conjugated to t/J 
matrices, respectively. But this requirement puts some con­
ditions on cu + additional to 12.7). 

To see that we can always fix such elements cu + and cu_ 
let us do this for lower-dimensional space-times RS,t and 
then use the isomorphism II 

R s' + 2k,t' + 2k ~R .. ,t' ® IRI.d2k . 12.23) 

Let us take, for example, the vector space R 2,0, i.e., 
E= + 1. Then for/=!11 +el); PI =f, P2=e2/ we can 
takecu+ = 1, cu_ = e12. Now, any spinor t/J+, t/JT, and tP* is 
represented by the matrix approximately related to the ma­
trix which represents spinor t/J. Let us take the vector space 
R 3,1 , i.e., E = - 1. Let us fix the Dirac spinor space 1/1(3,1) 
by taking as an element f 

f = ill + el )11 + e34)· 

Here, e~ = ei = ~ = 1 = - e~. 
Now, for I PI' P2' P3' P4) = If, e2f, e3 f, enf) elements 

cu+ = em and cu_ = ie4 will satisfy our requirements. 
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Thus, in the further considerations we shall assume that 
elements", + and", _ not only fulfill the condition (2.7) but 
also allow us to represent elements ¢+, ¢T, and ¢* given by 
(2.20) and (2.21) by Hermitian conjugated, transposed, or 
complex conjugated to ¢ matrices, respectively. 

From (2.18) we have that 

¢* = (¢+)T = (¢T)+. (2.24) 

Thus we see that the operations +, T, *, which we use in the 
quantum theories, can be expressed in the language of the 
Clifford algebra approach by (2.20) or (2.21), depending oil 
the goemetrical property of the pure imaginary unit 
er/!!' .. es•t = i. Using above operators we also can define the 
scalar products of spinors. Namely, for any ¢, q;eljl(s,t). 
¢ = uf, fIl = vfwe put 

(¢,fIl) ± = D± (¢lffJ = T± (¢Jw+fIl =f'" ± 13 ± (u)v/. 
(2.25) 

Let us define "¢I as given by 

"¢I = ¢+ "'€ = T (¢Jw€ = D€ (¢). (2.26) 

Now we can write 

(¢.fIl)€ =~. (2.27) 

The map 

¢- "¢I, (2.28) 

given by (2.26) corresponds to the operation of bar conjuga­
tion well known in quantum theories. For example. for 
n = 4,(s,t) = (3,1),andfortheDiracspinorspaceanditsbase 
introduced above we have 

(2.29) 

III. 

Letf have the form given by (1.3). Similarly, as pre­
viously. we shall denote it by f I. Let IjII denote the Dirac 
spinor space determined byfl, i.e., 1[/ 1= Rs'.t' fl. Similarly, 
let {fa. a = 1 ... 2' } denote the family of mutually orthogo­
nal primitive idempotents introduced by (1.4), and let {I[P. 
a = 1 ... 2x } be the set of Dirac spinor spaces corresponding 
to {fa}. 

We introduce the maps 

X ±: I[/IXljIl_Rs'.t' 

in the following way: for any ¢, q;el[/ 1, 

X ± (¢,fIl ) = ¢Cd ± 13 ± (fIl ). 

(3.1) 

(3.2) 

First of all, it is easy to see that the image of X + Ix _) is 
given as a left and a right ideal of Rs',t' simultaneously. It 
means that the map X + Ix _) has to be onto the Dirac-Clif­
ford algebra Ds,t = Rs',t'. Because 136(1) = + i for some 8 
equal to + 1 or - 1 we obtain from (3.2) that 

X"(AX,,ufll)=A,uX,,(¢,fIl) (3.3) 

and 

(3.4) 

for any A, ,ueC. 
Hence we can introduce on the set 1[/1 X 1[/ 1 the follow­

ing relations of equivalence: 

R,,: (A¢,,ufll) -J.. ,u(¢,fIl), (3.5) 
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and 

(¢I + ¢.-z,fIl )-(¢a.f/J) + (¢2,fIl), 

(¢,fIlI + fIl2)-(¢lflll) + (¢lfIl2), 

(3.5') 

(3.5") 

(3.6) 

with the rest of the identifications equal to (3.5') and (3.5"). 
Now it is obvious that the following lemma is true. 

Lemma 1: The maps X ± are bijections between the sets 

I[/IXI[/I/R± and Rs',t'. (3.7) 

Let us notice that • 
IjII X I[/I/R" = 1[/ I ® 1jI1. (3.8) 

Now let { PI 1. i = 1 .. ·2' be the basis of 1[/1 of the form given 
by (2.1), i.e., PI = UI fl. It is easy to see that for any 
ae(l • .... 2X) and for any ie(l, ... , 2'), 

f a - fll UI -UI , (3,9) 

with 13 depending on (i,a), i.e., 13 = 13 (i,a). 
Lemma 2: Let us fix some Ae(I ... 2'). Then the set of 

elements X ± (PIP;.), i = 1 ... 2' forms the basis of some ap­
propriate Dirac spinor space IjIIl = Rs',t' ffJ. 

Proof 

X± (PiP;.) = uiP",± p± (P)I3± (U;.) 

=8ui",± P± (P)I3± (U;.) 
- Il = 8ul ", ± U;. f , 

where 8, .5 + = ± 1, andp depends on the sign of the map X 
and on A [13 ± (/1) = fa, with a = a( ± )]. 

It is easy to see that for any Dirac-Clifford algebra Ds,t 
we have 

22• + 1 - 1 - X = 2', (3.10) 

i.e., r= X. 
Now, because X ± are bijections and because 

I[/Ill nrp/32 = 0 for PI ::1=132' we obtain immediately that 

X ± (1jI1 X ( P;', lln(1jI1 X (P;'2}) = 0, for Al ::I=A2' 

Again by Lemma 1 we obtain that X ± (pi,p;.)i = 1, ... ,2' 
has to form a base of IjI Il . • 

The above consideration can be very easily generalized 
to the following statement. 

Theorem 1: For any ¢, q;eljll the image X + (¢,fIl) [as well 
as X -(¢,fIl)) belongs to some minimat left ideal of the Clifford 
algebra Rs'.t' . And conversely let WeRs'.t' be an element of 
some minimal left ideal of Rs'.t' . Then there exist spinors ¢ ± ' 

fIl ± el[/ I such that W = X ± (¢ ± ' fIl ± ). 

Proof: the first part is simple. For the second, let W 
belong to some minimal left ideal Rs'.t,h, where h is a primi­
tive idempotent, i.e., 

W = ph, with peRs'.t" 

But 
h =ha fa, 

and for any fa we can find invertible elements vQ± such that 
v~ ta=p± (fl)V~. 

Taking into account the fact that for any ¢ = ufl, 
fIl = vf1eljll, 

X ± (¢,fIl) = 8u", ± 13 ± (fl)13 ± (v), with 8 = ± I, 
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we obtain immediately the second assertion. • 
The above theorem provides us with a simple criterion 

which tells us which elements of a given Clifford algebra 
R",t' belong to some minimal left ideals, 

IV. 

By construction, we have that 

Rs,t CR"t fBReo = Rs',t' 
a '? 
D"t=Rs',t'· (4.1) 

Thus, the vector space R"t can be obtained as the image of 
the maps X ± of some elements belonging to IJII X IJII, Let 
sESpin(s,t ) C Spin(s',t '). Of course s belongs to the automor­
phism group of the spinor space 1JI 1. We can easily check that 

X ± (sf/!,sqJ ) sx ± (f/!,qJ )s- I, V f/!,<pEIJI!. (4.2) 

Thus, to any transformation sESpin(s,t ) of the Dirac spinor 
space IJII we can associate a unique transformation 
g = T(s)ESO(s,t ) of our starting vector space Rs,t . [Here l' is 
the covering map 1': Spin(s,t )~SO(s,t ).J 

Let (el, ... ,es + t) be an orthogonal base of R"t. Let g be 
some orthogonal transformation of Rs,t . We can understand 
this transformation as the result of the transformation 
± sESpin(s,t ) of the spinor space 1JI1, such that T( ± s) = g. 

However, there also exists another, completely unequivalent 
interpretation of the transformation g of the vector space 
Rs,t. It is related with the decomposition of R,r,t' onto its 
minimal left ideals according to (1.5), i.e., 

N 

Rs',t' = fB lJIa. 
all 

(4.3) 

This approach allows us to treat the vector space Rs,t as the 
vector space spanned by elements {el-' J which are composi­
tions of spinors belonging to different concrete spinor spaces 
lJIa. More precisely, let YI-':/-l = 1, ... ,s + t be the matrix rep­
resentation of eu in the Dirac-Clifford algebra Ds,t. Then we· 
can write that 

el-' = f/!! + 1/l,. + ... + tf/:, (4.4) 

or in the matrix representation 

YI-' = f/!! + 1/l,. + ... + tf/:. (4.4') 

Here f/!~EI{P and any spinor t/J; has to be unequal to zero. 
Let { pfj, i I, ... ,N, be the base of I{P. Then 

N 

t/J; = 2.: t/J;I pr, (4.5) 
ill 

and the coefficient matrix A f = II t/J;I II is exactly equal to 
our nonsingular matrix YI-" Let 

(4.6) 

i.e., 

(4.6') 

and let sESpin(s,t) be such that 1'(s) = g. Let x.dlJli,{pl j) 
= IJI f3 with f3 f3 (<5,A. l. 

In a general case we have that 

X.5(slJl!,{spl})¥=IJIf3. (4.7) 

Thus we can say that the transformationg breaks the decom­
position (4.3) of R,r.l" We can see this also in another way. 
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Namely, any sESpin(s,t ) determines the following maps: 

(a) s: R s••t ' ~Rs'.t" (4.8) 

given by 

u su, VuERs'.t" 

and 

(b) s:Rs·.t,-+R",t" 

given by 

(4.8') 

(4.9) 

U~SUS-I:gou, VUERs',t" (4.9') 
The former map is related with the action of s on the 

spinor spaces I{P and of course preserves the decomposition 
(4.3), whereas the latter is related with the bijections 

X.5: IJII X IJII/R.5+-+Rs"t" 

and obviously does not preserve the decomposition (4.3). 
However, if we fix some matrix realization ofRs'.t' then 

it is equivalent to the fact that we fix some concrete primitive 
idempotent! = /1 as well as a related decomposition (4.3). By 
(4.3), (4.4'), (4.6), and (4.6') we see that 

and 

f/!~a gyl-' f/!~, VI-' = 1, ... 08 + t, Va = I, ... ,N, (4.10) 

wheregvl-' is the matrix element of the transformationg (4.6), 
i.e., e~ gvl-' ey. 

Thus we can look at the map g as preserving the decom­
position (4.3), but transforming spinors which build the basis 
of R·· t according to (4.4). 

The relation (4.10) tells us that we cannot relate with g 
any transformation of the spinor space I{P. The formula 
(4.10) only means that the subspace of I{P spanned by 
{ t/J; 1 'f.' I ...... + t is transformed onto itself. Let us notice that 
the set of spinors f t/J; 1 can be linearly dependent. Then, ac­
cording to (4.10) g transforms the same element t/J; = f/Y, 
/-l ¥= y', of I{P in different ways. We can summarize this in the 
following diagram: 

HereKIl (IJI
I X IJII/RIl ) denotes the coimage of Rs.t of the bi­

jection XIl. the map t is uniquely determined by (4.4) and 
(4.4'), and K by (4.10). By (4.2) the upper diagram commutes. 
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The converse problem of similarity analysis is discussed for the infinitesimal symmetry 
transformations of ordinary second-order differential equations which are nonlinear in x (and 
may be linear or nonlinear in x). A natural classification of the problem arises, according to the 
highest order N of nonlinearity in X. The completely general maximal Lie algebra is obtained for 
the case N<3. In the case N>4 one has, besides the system of differential equations for the 
infinitesimal generators, an extra set of anholonomic constraints, which operates as a symmetry­
breaking mechanism producing a strong reduction in the number of surviving parameters. 
Miscellaneous examples are given, which illustrate some features of similarity analysis of 
nonlinear systems. The infinitesimal point transformation symmetries of the Van der Pol 
oscillator are also briefly discussed. 

I. INTRODUCTION 

In a previous paperl we have obtained the completely 
general Lie algebra associated with the point symmetry 
transformations of a given inhomogeneous ordinary linear 
differential equation ofthe second order. Here we present a 
generalization of our previous work. Indeed, using the same 
mathematical approach introduced in paper I, in this article 
we tackle the converse problem of similarity analysis2 for the 
infinitesimal symmetry groups of some nonlinear ordinary 
second-order differential equations which are relevant in 
mechanics. As we shall see, it turns out that our previous 
results (for linear systems) correspond to special cases of the 
similarity Lie algebras we present in this work. 

Since the motivation underlying this article is the same 
already formulated in paper I, we would like to refer the 
reader to the Introduction of that paper. It should be men­
tioned, however, that the issue discussed in this paper bears a 
particular interest from the standpoint of contemporary 
classical mechanics. Recently, a large amount of research 
has been related to nonlinear systems having a single degree 
offreedom,3 or multidegrees offreedom.4 Although in this 
paper we do not touch on the physical aspects of nonlinear 
systems (and, moreover, we do only enface a very restricted 

. area of the enormous field of nonlinear analysis), we wish to 
remark that similarity methods may be called to play an 
interesting role in nonlinear mechanics. For instance, in a 
recent articleS the complete nonlinear problem of water 
waves is investigated, according to the perfect-fluid model, 
using general methods of infinitesimal transformation the­
ory6 for finding the symmetry groups offree-boundary prob­
lems. 

It appears, therefore, to be an attractive endeavor to 
obtain the Lie algebras associated with the point transforma­
tion invariance of a nonlinear system having a single degree 
of freedom.7 

The organization of this paper is as follows. In Sec. II 
we present a general discussion of the infinitesimal symme­
tries of an ordinary differential equation of the second order, 

which is nonlinear in X. Thus, a natural classification of the 
problem arises, according as the highest order N of nonlin­
earity in x is N<3 or N>4. We examine these two cases in 
Secs. III and IV, respectively. Then we briefly present some 
miscellaneous examples (Sec. V) of the previous formalism 
for the converse problem of infinitesimal similarity analysis 
is nonlinear mechanics. Given its importance, in Sec. V we 
also discuss the point transformation symmetries of the Van 
der Pol oscillator, as an example of a differential equation 
which is linear in x and nonlinear in x. 

II. INFINITESIMAL SYMMETRIES OF A SECOND-QRDER 
NONLINEAR DIFFERENTIAL EQUATION: GENERAL 
DISCUSSION 

Let us briefly analyze the symmetries of an ordinary 
second-order nonlinear differential equation 

x =!N(t,x.x), (2.1) 

in the neighborhood of the identity. We recall that if the 
infinitesimal point transformation 

t' = t + E11(t,x), 

x' = x + EO (t,x) 

(2.2a) 

(2.2b) 

(with O<E<l) corresponds to a symmetry of Eq. (2.1), then 
the generating functions 11(t,x) and 0 (t,x) satisfy the well­
known identity 

Ott + (20xt -11ttlX + (Oxx - 211xtlX2 -11xx X3 

+ ((Ox - 211t) - 311x XV'N(t,x.x) 

-7J!Nt(t,X,x) - OfNx(t,x.x) 

+ (Ot + (Ox -11tlX -11xX2V'N,dt,x.x)=O (2.3) 

[cf. Eq. (1.2.5)]. Thus, it is evident that the power series of 
!N(t,x.x) in terms of x shall give us a set of differential equa­
tions (and possible subsidiary anholonomic constraints) for 
the generators. Furthermore, it is also clear that a Laurent 
series in x for !N(t,x.x) would entail a dynamical extrava­
gance. Hence, for the purposes of nonlinear mechanics, it is 
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general enough to assume a positive power series in x; i.e., 
N 

X = L adt,x),Xk, N = 0,1,2, ... , (2.4) 
k=O 

which covers, once and for all, the (linear and nonlinear) 
cases of mechanical interest. Usually, in the applications, 
fN(t,x,x) is a polynomial inx; not so in relativistic mechanics, 
however. 

Now, if we substitute from Eq. (2.4) into the identity 
(2.3), after separating the null coefficients of the different 
powers of x, we get: 

'T/xx = - a2'T/x + a3('T/t - 2Bx) - a3t'T/ - a3x O - 4a40" (2.5) 

Oxx - 2'T/xt - 2a1'T/x = a 20x + a 2t 'T/ + a 2x O + 3a30" (2.6) 

20xt -'T/tt - 3ao'T/x - al'T/t - aIr'T/ - a1xO = 2a20" (2.7) 

Ott - ao(2'T/t - Ox) - aOt'T/ - aoxO - alOt = 0; (2.8) 

and also 

(k + l)ak+ lOt = (k - 4)ak_ I 'T/x - akt'T/ - akxO 

+ ak((k - 2)'T/t - (k - I)Oxl, (2.9) 

which holds for k = 4,5, ... ,N - l;and moreover, if N is finite 
(N)4): 

((N - 2)'T/t - (N - I)Ox)aN - 'T/aNt - OaNx 

+ (N - 4)'T/xaN_1 = 0, 

(N - 3)aN'T/x = O. 

(2.10) 

(2.11) 

This brings into the fore a natural classification of the prob­
lem in three cases: (A) 0..;;N..;;3, (B) 4..;;N < 00, and (C) 
N= 00. 

In Eqs. (2.5)-(2.8) one has a set of four linear homo­
geneous differential equations of the second order of the two 
unknown generating functions ('T/,O ) in two independent var­
iables (t,x). [These equations are the direct generalization of 
Eqs. (1.2.7)-(1.2.10) to the nonlinear case in x.] In Eqs. (2.9), 
(2.10), and (2.11) one has a set of linear homogeneous and 
anholonomic constraints, of the first order, for ('T/,O), which 
must be satisfied in case B. Clearly, case A has no con­
straints; while, in case C, Eq. (2.9) holds for k = 4,5, ... , and 
Eqs. (2.10) and (2.11) become meaningless. 

Therefore, in handling the infinitesimal symmetries of a 
system which is nonlinear in x (and which may be linear or 
nonlinear in x) we may operate on a linear basis of indepen­
dent solutions of Eqs. (2.5)-(2.8), according to the same ap­
proach used in paper 1.8 Indeed, given ak(t,x), for 
k = 0,1,2,3,4, in Eq. (2.4), Eqs. (2.5)-(2.8) can be solved for 
'T/(t,x) and 0 (t,x) (at least, in principle). The general solution of 
this linear homogeneous system can be formally written as a 
superposition oflinearly independent solutions and contains 
at most eight constants of integration9 [as a glance at Eqs. 
(2.5)-(2.8) neatly shows]. Therefore, according to the princi­
ple of superposition, these integration constants appear as 
the arbitrary numerical coefficients of the linear combina­
tion adopted as general solution for 'T/(t,x) and 0 (t,x) [cf., Eqs. 
(3.6) and (3.7), below]. Clearly, this fact motivates that the set 
of required initial data for solving Eqs. (2.5)-(2.8) is (at most) 
eight-dimensional [cf. Eqs. (3.12), infra]. 

In case A these constants of integration can be con­
sidered as essential parameters of the Lie group which de-
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scribes the invariance of the differential equation. In cases B 
and C, however, the subsidiary constraints [Eqs. (2.9)-(2.11)] 
may produce a strong reduction in the number of allowable 
nonzeroth constants of integration which can be used as es­
sential parameters of the symmetry group. Thus, if the po­
lynomial series in x is "long enough" one arrives almost cer­
tainly at the trivial solution, 

'T/(t,x) = 0 (t,x) = 0, (2.12) 

unless the coefficients ak (t,x) meet very "fortunate" condi­
tions. [Of course, this issue is just a matter of principle. In 
practice, when N>4, one takes advantage of the simplifica­
tion introduced by Eqs. (2.9)-(2.11), and one solves these 
equations before tackling Eqs. (2.5)-(2.8).] 

Hence, the conclusion follows that differential equa­
tions of order higher than one only exceptionally admit con­
tinuous groups of point symmetry transformations. (This is 
in contrast with the well-known general result concerning 
first-order differential equations. IO

) In particular, if a sec­
ond-order differential equation admits a continuous symme­
try group generated by (2.2), one concludes that these infini­
tesimal symmetry transformations correspond to a Lie 
group having no more than eight essential parameters.9 

It is not out of place to illustrate the facts we present 
with an example. Hence, in Sec. V we present a compared 
similarity analysis of two nonlinear differential equations, in 
order to exhibit some peculiar relations between symmetry 
and nonlinearity. 

We wish to end this section with a brief remark con­
cerning the "conditions" under which the method presently 
discussed in this paper (as well as in paper I) is meaningful for 
obtaining the Lie algebra associated with an ordinary sec­
ond-order differential equation. We first plainly observe that 
'T/ = 0 = 0 is always a (trivial) solution of Eq. (2.3) [or, for 
that matter, of Eqs. (2.5)-(2.8) and Eqs. (2.9)-(2.11)]. Fur­
thermore, there are ordinary differential equations of the 
second order such that they admit the trivial solution (2.12) 
as the only solution of Eq. (2.3). [To recall an extreme (and 

.. 2 2 
well known) example of this fact, the equation x = x + t 
gives'T/ = 0 = 0 as the only solution ofEq. (2.3).] Clearly, in 
such cases, the only point symmetry admitted by the differ­
ential equation is the identity. Simple as it is, this fact is 
telling us that our approach to the Lie algebra of a differen­
tial equation of the second order is completely general, since 
it stems from the converse problem of infinitesimal similar­
ity analysis. In other words, in order to use the proposed 
method it is not necessary to assume (a priori) that the differ­
ential equation admits certain one-parameter symmetries 
that belong to a finite dimensional Lie algebra; whether it 
does or not, is an outcoming (i.e., a posteriori) result of the 
similarity analysis itself. 

III. LIE ALGEBRAS OF x = fN(t,X,X): CASE N..;;3 

According to our previous remarks, we consider first 
the infinitesimal symmetry problem set by a differential 
equation of the following form: 

x = ao(t,x) + al(t,x),X + a2(t,x),X2 + a3(t,x),X3, (3.1) 
where some of the a's may be constant and eventually zero. 
Therefore, Eqs. (2.5)-(2.8) become in the following system: 
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(3.2) 

(J"" - 21Jxt - 2o.11J x - alJ x - a2t1J - a2X (J - Ja3(J t = 0, 
(3.3) 

2(Jxt -1Jtf - Jao1Jx - a 11Jt - a lt 1J - alx(J - 2o.2(Jt = 0, (3.4) 

(Jtt - ao(21Jt - (Jx) - aot1J - aox(J - al(Jt = 0, (3.5) 

with no constraints at all. As we have already remarked in 
Sec. II, the general solution of this homogeneous linear sys­
tem can be formally written as a superposition of linearly 
independent basis solutions 1Ja(t,x) and (Jalt,x). 
0= 1.2 •...• r<8; thus, using Einstein's "dummy index" con­
vention. we write 

1J(t,x) = q"1Jo(t,x). 

(J (t,x) = q"(J 0 (t,x). 

(3.6) 

(3.7) 

Henceforth we assume r = 8 and follow the same method 
introduced in paper I in order to obtain the structure con­
stants. without recourse to the detailed knowledge of the 
basis functions 1Jo(t,x) and (Jo(t,x). Since the calculations are 
much more involved in the present case. we shall state them 
in a sketchy manner. for the sake of brevity. 

It is well known that. because of the Lie-Cartan inte­
grability conditions. the formal infinitesimal operators 

Xa(t,x) = 1Ja(t,x)at + (Ja(t,x)ax. (3.8) 

subject to the Killing equations (3.2H3.5). satisfy a Lie alge­
bra 

(3.9) 

wheref~b denotes the structure constants. Thus, we observe 
that the full symmetry group of the differential equation (3.1 ) 
formally admits the following identities [cf. Eqs. (1.2.20) and 
(1.2.21)]: 

(3.10) 

f~b(JC = [1Jo.(Jbt] + [(Ja.(Jbx]· (3.11) 
Of course, these commutation relations are particularly 
critical in the sense that they hold only for those ranges of t 
and x on which the given functions ak(t,x),k = 0.1,2,3. are 
regular. II Hence. let us assume "initial data" at some regular 
point (t,x) = (to,xo) (say) to evaluate the structure constants. 
So. in order to represent the algebra. we introduce the fol­
lowing parametrization: 

ql = 1J(to,xo). q2 = (J (to,xo). 

~ = 1Jt(to,xo). q4 = (Jx(to,xo). 

tf = 1Jxlto,xo). q6 = (Jt(to,xo). 
(3.12) 

q7 = !1Jtt(to.xo). q8 = !(Jxx(to,xo); 

and thus. according to Eqs. (3.6) and (3.7). we adopt the fol­
lowing set of "initial data": 

1Jo(to,xo) = lJat • (Ja(tO,xO) = lJ02 • 

1Jot(to,xo) = lJ03 • Oax(to,xo) = lJa4 • 

1Jax(to,xo) = lJo,. (Jat(tO,xo) = lJa6 • 
(3.13) 

1Jatt(tO,xO) = 2lJa7 • Oaxx (to,xo) = 2lJas . 

As we shall see presently. these nonsingular "initial data" uniquely determine the general form of the structure constants (up 
to equivalence). However. as we have already remarked in paper I. the main point in this matter is that, if we use a different set 
of "initial conditions." defined at the same or at a different regular point, we obtain a different parametrization of the grouP. 
which corresponds to a mere change of the basis of the algebra. 

In this manner. Eqs. (3.10) and (3.11) give us immediately the following subsets of structure constants: 

f!b = [lJal,lJbd + [lJa2 ,lJb,]. 

f!b = [lJat .lJb6 ] + [lJa2 .lJb4 ], 

(3.14) 

(3.15) 

of which the meaning is clear. Of course, in order to obtain the structure constantsf!b /!b /;b. andf!b' we have to take the de­
rivativesf~b1Jct/~bOcx/~b1Jcx' andf~bOc" respectively, in Eqs. (3.10) and (3.11), use the fact that 1Ja and Oa (0 = 1,2, .... 8) 
satisfy Eqs. (3.2H3.5), and evaluate these derivatives at (t,x) = (to,xo). Thus we get 

f!b = [lJat ,¥l2tlJb2 +2lJb7 ] - [lJa2 ,¥l2lJb4 +allJbs +¥t3lJb6 -lJbs]- [lJas ,lJb6 ], 

f!b = [lJaJt¥llx lJb2 + ¥ltlJb3 + ¥tolJbs + a2lJb6 + lJb7 ] + 2[ lJa2 .lJbS ] + [lJas ,lJb6 ], 

f;b = [lJOIt(a3t - ¥l2x)lJb2 - ¥l2lJb4 - CZllJbs - ¥t3lJb6 + lJb8 ] 

+ [lJa2.a3(lJb3 -2lJb4 ) a2lJbs]- [lJa3 ,lJbs] + [lJa4 .lJbS ]' 

f!b = [lJo1'(CZOX - ¥ltt)lJb2 + 2lZolJb3 - CZolJb4 + a llJb6 ] 

+ [lJa2,~czllJb3 +~aolJbs +CZ~b6 +lJb7 ] + [lJ03 ,lJb6 ] - [lJa4 .lJb6 ], 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

where a denotes a(to,xo), quite generally. By the same token, to calculatef~b andf!b we need the derivativesf~b 1Jctt and 
f~b (J cxx' respectively. in Eqs. (3.10) and (3.11); then we perform various substitutions in the right-hand members thereof. and 
evaluate them at (to,xo). So we obtain, finally, 

f~b = [lJat .- Hczo(¥l2x -a3t)-!CZt(CZtx -¥l2t)+cz~Ox -cz3CZOt -czOx;:c +!(2lZltx -CZ2tt)}lJb2 

(2(iA A 1~2 2lZ A IJ: 3~ A J: A A l: I(A A A A IJ: A J: ] 
- P2 - rt - Ox + a tt fVb3 + 1;""P2'-'b4 + aptUbS + 2 a tx - a2t - ¥iP3fVb6 - ~aOVb8 

- [lJa2 .{¥tolZ3 - i(¥ltx - a 2t ))lJb3 - 1{ata 2 + lIczlx - CZ2t lJlJb4 

I{A A A2 2(iA A IJ: (1~ A A 2(iA) ~ A l: ] [ l: A J: l: + 2 ap2 - a l - Ox + a1tfVbS + 1;"" l a3 - a 2x + 3t ub6 + ¥ZlUbS + Ua3,aOVb' + Ub7] 
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+ [~a4' -!<l<PbS +!a2~b6] +!<lI[~aS'~b6] + [~a6'~bs1, (3.20) 

18 [ £ { '" '" '" '" 1'" (1'" "') '" ('" "') ('" "I~) '" 1£ ab = "ai' - arlZ3x + ala31 + "aZ "a lx - aZI - ¥l3 aox - !alt + ~ a lxx - ~2tx + a 3tt "b2 

+ Uala2+~(alx -!<l2t)}~b3 + {-~oa3+~(alx -!<l2t~b4 + {-!Ltoa2+ aox -!<lltl~bs 

+ H - a la3 + a~ + azx - 2£l3t l~b6 + !a2~bd + [~az,~ala3~b3 + { - 2ala3 + ~a~ + azx - 2£l3t }6b4 
11 J'" '" '" "'} £ '" '" £ '" £ £ '" '" + '1. - "arlZ3 + a lx - a Zt "bS + a2a3"b6 + ~a3"b7 ] + ["a3' - !al6bS + ¥l36b6] 

+ [6a4 , - a3~b6 + ~b8] + [~a5 ,!<lz6b6 + 6b7 ]. (3.21) 

We present the results of these calculations in Table I, 
wherefrom the rather formidable Lie algebra follows for the 
yet unknown infinitesimal operators Xa (t,x). Clearly, we re­
cover from Table I the Lie algebra for the linear system 
x + f2(tlX + fl(t)x = fo(t) considered in paper I (cf. Tables I 
and II of that paper). 

It must be borne in mind that the general algebra, 
whose structure constants have been obtained above, corre­
sponds to the maximal possible Lie algebra (i.e., r = 8) asso­
ciated with a differential equation of the form presented in 
Eq. (3.1). Indeed, it may happen that the fundamental system 
ofEqs. (3.2H3.5) admits less than eight linearly independent 
solutions (r < 8), in which case some of the q's are zero. For 
instance, one may get after solving Eqs. (3.2H3.5), in a parti­
cular case: ", = ",(t ) and 0 = 0 (x); which means, according to 
the parametrization adopted in Eqs. (3.12): q5 = q6 = O. But 
then one may use the same rule (i.e., 
~ = q6 = ~Xs = X6 = 0) one uses for having the subalge­
bras associated with the subgroups one obtains by the elimi­
nation of some of the parameters. Of course, in such a case 
one must substitute the new structure constants 

I 
I~a = It. = I~b = I~b = 0 everywhere in Table I. It is only 
in this very special sense that all the Lie algebras associated 
with Eq. (3.1) are contained in Table I. The situation we 
comment presents itself very frequently for nonlinear differ­
ential equations. We have already recalled the extreme ex­
ample of the equation x = x 2 + t 2, which belongs in the class 
ofEq. (3.1), and which, however, gives", = 0 = 0 as the only 
solution ofEqs. (3.2H3.5). 

IV. LIE ALGEBRAS OF X fN(t,x,x): CASE N;;.4 

Now let us briefly consider the infinitesimal symmetries 
of a differential equation of the following type: 

x ao(t,x) + ... + a3(t,xlX3 + ... + aN(t,x~, (4.1) 

where aN ;60 for some N 4,5, ... < 00. In this case one has 
the holonomic constraint", = ",(t ) [cf. Eq. (2.11)] and, there­
fore, taking into account this constraint, the generators have 
to satisfy the following system of differential equations: 

20xI -:;, - aliJ - au'" - a1xO - 2a201 = 0, (4.2) 

OIl - ao(2iJ - Ox) - aOI'" - aoxO - alOI = 0, (4.3) 

TABLE I. The nonzeroth structure constants of the maximal Lie algebra associated with the differential equation x = ao(t,x) + a.(t,xlX 
+ a2(t,xlX2 + a 3(t,xlX3

; here a denotes a(to,xo) quite generaUy. 

Ib = 1, Ii, = 1. 

I~. = 1, Ii. = 1. 

1~2 = !a2t , 1~7 = 2, I~. = - !ll2' I~s 
I~. = - ~a3' I~. I, Ii. = - 1. 

li2 = !a lx , Ii, !a., Ii, = ~ao' 
Ii. = a" li7 = 1, fl. = 2, I~. = 1. 

r.2 = a3t - !ll2x' 1~4 = - !lll' Ii, = 
r.6 = - ~3' Ii. 1, Ii, = a3, I~. 
I~s = - a

" 
lis - I, I~s = I. 

/12 = aox - !a 1tt Itl = lao, 114 = Clo, 116 = aH r13 Ill], 
I1s = ~ao, 116 = a" 117 = 1, 11. = 1, i!6 = - I. 

Ii, = - !aJ!ll,x a3t ) + !ll.(a.x - !a,t ) a2aOx + a,aOt + aoxx - !(2llIt.< - a,,,), 
Ii, = - 2aoll2 + !a~ + 2llox - alt' Ii. ilioll2' lis = aoll., 
Ii. = !(alx - a2t - ~aoll3)' Ii. = - ~o, li3 = -laoll) + !(!a ,x - a't), 
ro. = lala, + l(al• - a2,), I~s = - !(aoll2 - a~ - 2aox + air), 
ro. = -lala3 + al< - 2ll3t' I~. = - !a., lis = ao, li7 = 1, 
I~s = - !lio, I'.. !li2' I;. = !a., I~. = 1. 

I~, = - aoll3X + a.a3t + !a2!ia.x - a2t ) !ll3(aO• - !a.t) + !(a.xx - 2ll,tx ) + a3t" 
I~, = !lila2 + !(al.< - !li2t), I~. = - ~aoll3 + !(a,. - !li2')' 
I~s = - !lioll2 + ao• - !alt , !"to =!( - ala) + ai + al< - 2alt ), 1~7 = !ll2' 
1~3 = ia•a3' 1~4 - 2ala3 +!lli + a2• - 2ll3" 
I~s =!( - ~aoll3 + a .. - a2t ), 1~6 = a2a3, 1~7 = ~a3' I~s - !a., 
£;6 = !a3, ~ = a3, t!. = 1, ~. = !a2, ~7 = 1. 
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as well as the following set of anholonomic constraints: 

(k + 1)ak+ lOt + (k - 1)akOx + akxO 

- (k - 2)ak 1] + akt1/ - Bk2 Oxx = 0, (4.4) 

for 2<k«N - 1) (i.e., when N = 4,5, ... < r:IJ), and 

(N - 1)aNOx + aNxO - (N - 2)aN1] + a Nt 1/ = 0, (4.5) 

for N = 4,5, ... < r:IJ. Let us introduce the same parametriza­
tion adopted before [cf. Eqs. (3.12)]. Obviously, now we have 
r/ = 1/x(t = to) = 0 (Le., Xs = 0), and thus the Lie group has 
seven parameters at most. As a matter of principle, Eqs. (4.2) 
and (4.3) can be solved, to yield: 

1/(t) = q01/o (t ), 

(4.6) 

where, clearly, 1/s = Os = o. But then, if we substitute from 
Eqs. (4.6) into Eqs. (4.4) and (4.5), and evaluate them at 
(t,x) = (to,xo), we get a set of N - 1 linear homogeneous rela­
tions (for the following six constants of integration: 
ql,q2,q3,q4,q6 and q8); i.e., 

(k + l)llk+ I q6 + (k - 1Pkq4 + llkxq2 

- (k - 2Pkq3 + llktql - lBk2 q8 = 0, (4.7) 

(N - 1)llNq4 + llNxi - (N - 2) llN~ + llNtql = 0, 
(4.8) 

with 2<k<N - 1 and N>4. Thus, in any given instance, the 
rank of the matrix [six columns X(N - 1) rows] which fig­
ures in this linear scheme shall give us the number of essen­
tial parameters of the maximal Lie group associated with 
Eq. (4.1). Again, the symmetry-breaking mechanism afford­
ed by the anholonomic constraints becomes apparent. 

Of course, in any attempt at a general discussion of the 
generators (4.6) the mathematics becomes bewildering. It is 
interesting, however, to consider at least the most simple 
case when all the coefficients aj,j = 1 ,2, ... ,N, in Eq. (4.1) are 
constants. We discuss this example in the next Section (Sec. 
V, Example 5b). Nevertheless, it must be understood that the 
almost unsurmountable difficulties one faces for having a 
general formal discussion of the issue when the aj's are not 
constants (and N>4) does not mean that the method fails in 
these instances. 

As for the case when N = r:IJ, the severe restrictions 
imposed by the first-order constraints become even stronger. 
Notwithstanding this fact, this does not mean that one 
should expect the identity to be the only allowable symmetry 
of a differential equation of the form 

(4.9) 

in every instance. In the next section we also present an ex­
ample of the method (Example 5d) for this extreme case. 

v. SOME MISCELLANEOUS EXAMPLES 

In this section we present some instances, which serve 
to illustrate some particular points of the previous method 
for obtaining the Lie algebra associated with the point sym­
metries of one-dimensional systems with a nonlinear behav­
ior in x. The examples appended in this section also illustrate 
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some interesting features of the converse problem of similar­
ity analysis for nonlinear systems. For the sake of brevity, 
our discussion is very sketchy. 

We shall consider the infinitesimal symmetry proper­
ties of the following systems in one dimension: (a) compared 
similarity analysis of two nonlinear differential equations 
(with N = 3 and N = 5); (b) nonlinear differential equation, 
with constant coefficients and N>4; (c) the Vander Pol oscil­
lator; and (d) relativistic uniformly accelerated motion (i.e., 
N=r:IJ). 

Example 5a: Here we present a compared similarity 
analysis of two nonlinear differential equations [i.e., Eq. (5.1) 
versus Eq. (5. 6) below], in order to exhibit some peculiar rela­
tions between symmetry and nonlinearity. Thus, let us con­
sider the differential equation 

.. ·3 
x=a~, (5.1) 

where a3 is a constant. In this case Eqs. (2.6H2.8) become 

Ott =0, 

20xt -1/tt = 0, 

Oxx - 21/xt = 3a30" 

1/xx = a3(1/t - 20xl, 

(5.2) 

which we integrate immediately. Using the parametrization 
shown in Eqs. (3.12) with (to,xo) = (0,0), we obtain 

1/(t,x) = ql + q3t + r/x + q7 t 2 + (q8 - ~a3q6)tx 

+ ¥Z3(q3 - 2q4)x2 - !a3(q8 + !a3q6)x3 - !a~q7x4, 

(5.3) 

o (t,x) = q2 + q4x + q6t + q8x 2 + q7tx + ~a3q7x3, (5.4) 

and therefore the infinitesimal operators come out as fol­
lows: 

XI = at, X2 = ax' X3 = (t + !a~2)a" 
X4 = - a 3X

2at + xax, Xs = xa" 

X6 = -la3x(6t + a~2)at + tax, 

X7 = (t 2 -la~x4)at + x(t + !a~2)ax, 
(5.5) 

The Lie algebra is given in Table II (and, of course, it is a 
particular case of the maximal algebra whose nonzeroth 
structure constants are given in Table I, as the reader can 
easily check). 

Had we considered, instead ofEq. (5.1), the (perturbed) 
differential equation 

x = a~3 + as(t,xjXs (5.6) 

(with a 3 constant), we would equally arrive at Eqs. (5.2), and 
therefore Eqs. (5.3) and (5.4) would follow after integration. 
However, the anholonomic constraints presented in Eqs. 
(2.9H2.11) must be taken into account in this case, which 
yield the following subsidiary conditions: 

as(t,x)Ot = 0, 

a s(t,x)(31/t - 4Ox ) - a St (t,x)1/ - asx(t,x)O = 0, (5.7) 

a s(t,x)1/x = o. 
Hence, we obtain 
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TABLE II. The Lie algebra associated with the differential equation x = a~3 ,a3 = constant. One gets the commutator [Xa,xb] atthe intersection of the ath 
row with the b th column. 

XI X2 X3 X. Xs X6 XI X. 
XI 0 0 XI 0 0 X2-~7s 2X3+X, Xs 
X2 0 0 a7s X2 -2a7s XI -~a73 X6+~a7. X3 + 2X. 
X3 -XI -a7s 0 0 -Xs X6+!a7. X7 0 

X. 0 -X2 +2a7s 0 0 Xs -X6- a7. 0 X. 
Xs 0 -XI Xs -Xs 0 -X3+ X, X. 0 
X6 -X2 +~a7s ~73 -X6-!a7. X6+a7. X3- X, 0 0 X7 
X7 - 2X3- X, -X6-~a7. -X7 0 

X. -Xs -X3- 2X• 0 -X. 

1](t) = ql + tit, 0 (x) = q2 + !q3x , 

and, moreover, 

(5.8) 

q1ast(t,x) + iasx(t,x) + q3(taSt (t,x) 

+ !Xasx!t,x) - as(t,x)) = 0, (5.9) 

which, in general, yields ql = q2 = q3 = 0, unless the func­
tion as(t,x) meets very "fortunate" conditions. We present 
some of these "fortunate" cases in Table III. The only excep­
tional "case" missing in Table III (i.e., as = tast + !Xasx 
and aSt = Aasx ) is impossible. Hence we conclude that, in 
general, no matter how small is the nonlinear perturbative 
term as(t,x)Xs in Eq. (5.6), as far as it is not zero, it operates as 
a very strong symmetry breakdown mechanism for the un­
perturbed system defined in Eq. (5.1), because of the subsi­
diary constraints which must be satisfied. 

Example 5b: Let us consider the (nonlinear in x) differ­
ential equation of the second order, with constant coeffi­
cients, 

x = a o + ... + a~3 + ... + aNX', (5.10) 

where aN #0 for some N = 4,5, ... < 00. Then Eqs. (4.4) (for 
k = N - 1) and (4.5) give us, immediately, 

1](t) = ql + q3t, (5.11) 

2 aN_I 3 N - 2 3 o (t,x) = q - q t + q x; (5.12) 
N (N - 1 )aN N - 1 

which correspond to a chosen parametrization at the regular 
point (to,xo) = (0,0), and which, upon substitution into Eqs. 
(4.2), (4.3), and (4.4) (for 2<k<N - 2) yield 

(N(N - kJakaN - (k + lJak+ laN_ .Jq3 = 0, 

k = O,I, ... ,N - 2. (5.13) 

TABLE III. Exceptional cases for the generators associated with 
x = a~ + as(t,x)r,a3 = constant. 

as(t,x) 1l(t,x) (J (t,x) 

At rlt tf 
At+C ql(l - (A le)t) tf - !(A IC)qlx 

At+at 2 0 tf Br ql +rlt !r/x 
Br+C ql 0 

Br+bx· ql 0 
At+Bx2 rlt !rlx 

At+Br+C ql(1-(AIC)t) -!(AIC)qIX 
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-X. 0 
0 -X7 

In consequence, if 

N(N-kJaN 
ak+ 1# (k lJa ak' + N-I 

0 0 
0 0 

(5.14) 

for some k in the range O<k<N - 2, we must set q3 = 0; and 
thus the generators are simply 

1] = ql (time displacement), 

(5.15) 

o = q2 (space displacement), 

as expected. On the other hand, if 

N(N-kJaN 
ak+ I = (k + lJaN_1 ak (5.16) 

holds for all k = O,I, ... ,N - 2, that is, if (and only it) the 
differential equation (5.10) is of the form 

x=aN(x+aN_1)N =a(x+p)N, (N)4), (5.17) 
NaN 

the following exceptional case obtains: 

1](t) = ql + q3t, 

(N - 2)x -Pt o (t,x) = q2 + q3 . 
N-l 

(5.18) 

Hence, the Lie algebra associated with a second-order differ­
ential equation like (5.17) is 

[XI,x2] = 0, 

p 
[XI,x3] =XI ---X2, 

N-I 
N-2 

[X2,x3] = --X2· 
N-I 

(5.19) 

Of course (since N>4, ex hypothesis), the reader can easily 
check that this algebra does not correspond to a particular 
case of the maximal Lie algebra presented in Table I (which 
holds only for N<3). 

Example 5c (the Van der Pol oscillator): There are many 
examples of bizarre nonlinear phenomena that can be mo­
deled by a system with a viscous reaction linear in x, al­
though with a variable viscosity which is nonlinear in x, and 
under the action of a time independent applied force. Hence, 
the equation of motion of such a nonuniform linear viscous 
system is of the general form 

x = ao(x) + al(x)X, (5.20) 
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which was studied by Levinson and Smith,12 some 40 years 
ago. Well known instances of systems that can be represent­
ed by this general type of equation are the onset of coherent 
radiation in lasers and masers,13 self-excitations in electric 
circuits, 14 and many others. Indeed, differential equations of 
this general type are fundamental in the dynamic theory 
dealing with nonlinear dissipative oscillators. IS 

From Eqs. (3.2H3.S) we obtain, in this case, 

1]"" = 0, (5.21) 

8"" - 27Jxt - 2a1(x)7Jx = 0, (S.22) 

28xt - 7Jtt - 3ao(x)7Jx - al(x)7Jt - a; (x)8 = 0, (5.23) 

8tt - ao(x)(27Jt - 8xl- a~(x)8 - a l(x)8t = 0, (5.24) 

as the fundamental equations for the symmetry generators of 
Eq. (5.20). For the sake of concreteness, let us consider in 
particular the Van der Pol dissipative oscillator, 16 

X + Ct)~x - y(1 - x 2 )X = 0, (5.25) 

r> 0, which is the canonical instance of the general differen­
tial equation stated in Eq. (5.20). (Here we have a concrete 
example of a differential equation which is linear in x and 
nonlinear in x.) In this case, Eqs. (5.21) and (S.22) can be 
easily integrated; after some manipulations, one gets: 

7J(t,x) = ;I(t)x + ;2(t), (5.26) 

8 (t,x) = (~I(t) + r;l(t ))x2 + ;3(t)x 

+ ;4(t) - ir;l(t )x4, (5.27) 

which are analogous (but not equal) to Eqs. (1.2.11) and 
(1.2.12), respectively. If one substitutes from Eqs. (5.26) and 
(5.27) into Eqs. (5.23) and (5.24), one obtains that the time 
dependent coefficients ;j(t)j = 1,2,3,4, have to satisfy: 

and 

~3 - ¢2 - r;2 = 0, (5.28a) 

3(¢1 + r~l) + 3Ct)~;1 + 2r;4 = 0, (5.28b) 

y(~2 + 2;3) = 0, (S.29a) 

y(5~1 + 6r;l) = ° (5.29b) 

r;1 = 0, (5.29c) 

•• • 2 
;4 - r;4 + Ct)O;4 = 0, 

¢3 + 2w~~2 - r~3 = 0, 

¢I + (Ct)~ - r~1 - r(i)~;1 + r~4 = 0, 

r~3 =0, 

y(5¢1 + 7r~1 - 5(i)~;1) = 0, 

r~I=O, 

(5.30a) 

(5.30b) 

(5.30e) 

(S.31a) 

(5.31b) 

(5.31c) 

respectively. 
Thus, clearly, the solution is 

7J = ql, 8 = 0. (5.32) 

Hence, the Vander Pol oscillator has only the (almost trivial) 
point symmetry of time translation invariance. We observe 
that in the limit of the simple harmonic oscillator (r = 0), 
Eqs. (5.29) and (5.31) collapse into six useless identities, and 
Eqs. (5.28) and (5.30) give us the generators presented in Eqs. 
(1.3.10) and (1.3.11) for the linear oscillator. Interesting 
enough, notwithstanding the fact that the simple harmonic 
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oscillator is a special case of the Van der Pol oscillator, the 
symmetry group of point transformations of the nonlinear 
oscillator is just a trivial subgroup (i.e., ql;i:O, and 
i = .,. = q8 = 0) of the group of the linear oscillator (even in 
the limit when r-o, since Eqs. (5.32) do not depend on r, 
indeed). 

Furthermore, for the forced Vander Pol oscillator, with 
a guiding force Io(t), one has certainly the identity 
(7J = 8 = 0) as the only surviving symmetry [unlessio = 0, 
where Eqs. (5.32) still hold]. Also, since the Rayleigh oscilla­
tor, 17 

(5.33) 

can be put in the Van der Pol form by means of the substitu­

tiony = .px, it is obvious that Eqs. (S.32) represent the only 
symmetry of this equation too. 

In summary, for a Van der Pol oscillator one does not 
have an active point transformation (besides time transla­
tion) which transforms one solution into another by means of 
a continuous adjustment of a symmetry group parameters. 
This makes a great contrast with the simple harmonic oscil­
lator, whose classical states are all continuously connected 
by means of its eight-parameter symmetry group of point 
transformations. 18 

Hence, the nonlinear behavior in x may also determine 
a lack of full symmetry in a broken symmetry model, in 
which the original symmetry of the unperturbed model can 
not be recovered, no matter how small the perturbative cou­
pling constant r;i:O may be. 

Example 5d (hyperbolic motion) J~. Finally, for the case 
when N = 00, we consider uniformly accelerated motion in 
relativistic mechanics, for a one-dimensional system. The 
definition of uniform acceleration in relativistic mechanics 
can be stated as 

(5.34) 

where al' and if' are the four-acceleration and four-velocity 
of the particle, respectively, and T denotes proper time (we 
set c = 1). It can be shown easily that the equation of motion 

x = - 3(1 - x2
) - IXX2 (5.35) 

is equivalent to Eq. (5.34). (For details, see Rohrlich, Ref. 19, 
pp. 115-117.) Clearly, Eq. (5.35) admits the following first 
integral: 

(5.36) 

where g is a constant. This equation is interesting by itself 
since, in one-dimensional space, it corresponds to the follow­
ing relativistic equation of motion 

~(1 '2)-1/2') ~ -x X =g, 
dt 

(5.37) 

which meaning is clear. [In three-dimensional space, how­
ever, the equivalence of (5.36) and (5.37) requires some spe­
cial assumptions on collinearity.] Thus, one may consider 
Eq. (5.36) as the differential equation one has to solve for 
hyperbolic motion in this case. 

If one considers the infinitesimal point symmetries of 
Eq. (5.36), as the reader can easily check, one gets 
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t' = t + eql (time translation) 

(5.38) 
x' = x + et/ (space translation) 

as the only infinitesimal point transformation leaving invar­
iant Eq. (5.36). 
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Decomposition fonnulas of general exponential operators in a Banach algebra and in a Lie 
algebra are presented that yield a basis of Monte Carlo simulation of quantum systems. They are 
applied to study the relaxation and fluctuation from the initially unstable point and to confinn 
algebraically the scaling theory of transient phenomena. A global approximation method of 
transient phenomena is also fonnulated on the basis of decomposition fonnulas. It is applied to 
the laser model as a simple example. 

I. INTRODUCTION 

Exponential operators appear very often in statistical 
physics and quantum mechanics. In particular, Feynman's 
fonnula 

(~ eA +AB). 0 f e(l s)A B eM ds, (1.1) 

has been used very frequently in perturbational calculations. 
This has been extended to the following formula l

-
3

: 

~ eA(A) f e(l S)A(A) A '(A) esA(A) ds 

f esA (A) A '(A) e(l s)A (A) ds. (1.2) 

This is furthennore extended to ordered exponentials4 in the 
succeeding section. 

Some generalized decomposition fonnulas of exponen­
tial operators are derived in Sec. III. One of the simplest 
examples is the following fonnulas: 

ileA + B _ (e(l/n)A ell/nIB ) nil 

;5; (1\ [A,B ] 11/2n)exp (\\A II + liB Ii)· 
This yields Trotter's fonnula,6 

(1.3) 

II. DERIVATIVES OF GENERALIZED EXPONENTIAL 
OPERATORS 

In many systems far from equilibrium, a time-depen­
dent operator K(t) appears usually and consequently the 
following ordered exponentials V (t ) and V - I( t ) are used 12,13: 

VItI = exp+ f K(s)ds 

= 1 + i: t dtl t, dtz•·• ('-'dtn K(tl) .. ·K(tn ), 

n I Jo Jo Jo 
(2.1) 

and 

V-I(t) = exp_( - f K(s)dS) 

'" i' i" = I + ~ ( - 1)" dt I dt2 
n I 0 0 

(2.2) 

From the definitions (2.1) and (2.2), we have that 
V l(t )V(t) = V(t)V I(t) = I and that 

d VItI = K(t)V(t) 
dt 

(1.4) and 

for bounded operators A and B. This has been used in per­
fonning Monte Carlo simulations of quantum spin systems.7 

The above inequality (1.3) is extended to some more general 
fonns in Sec. III. 

In Sec. IV, we derive some decomposition fonnulas for 
exponential operators8 satisfying the Lie algebra. It is well 
known 1,8 that the exponential operator exp (A + B ) of the 
two-component Lie algebra (A,B ) is decomposed as 

eA + B = eA ef(a)B; I(a) = (1 e alia, (1.5) 

where [A,B] = aBo This decomposition fonnula is conve­
niently used8

,9 in solving the linear Fokker-Planck equation. 
More general fonnulas on the Lie algebra including an infi­
nite-component one are also given in Sec. IV. These fonnu­
las are applied in Sec. V to derive the scaling theorylO,ll for 
transient phenomena near the instability point and to fonnu­
late a global approximation method of transient phenomena. 

d V-I(t) = - V-I(t)K(t). 
dt 

(2.3) 

Now it is easy to prove l4 the fonnulas on the differentiation 
with respect to the parameter S appearing in K(t ), 

a VItI = VItI f' V-I (s) aK(s) V(s)ds (2.4) 
as Jo as 

and 

a V-l(t) = _ f' V-I(S) aK(s) V(s)ds V-Itt) 
as Jo as ' 

(2.5) 

by noting that 

d (V-I(t)~ VItI) = V-lit) aK{t) VItI. (2.6) 
dt as as 

These fonnulas will be used in the following sections. 
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III. GENERALIZED DECOMPOSITION FORMULAS OF 
EXPONENTIAL OPERATORS 

As was exemplified in Sec. I, the decomposition of ex­
ponential operators is very useful in quantum mechanics and 
statistical physics. 

The inequality (1.3) is easily extended to the following 
theorem. 

Theorem 1: For any set of operators IAj } in a Banach 
algebra (i.e., normed space), 

\Iexp jtl Aj - ((II e(lIn~/rl\ 
::; 2~ (~II[Ai'Ak]lI)exPjtlIlAjll (3.1) 

with an arbitrary positive integer p. 
Proof If we put, as in Ref. 18, 

g = exp (1.- fAj) and h = IT exp (1.- Aj), 
n j= I J= 1 n 

(3.2) 

then the left-hand side of the inequality (3.1) is bounded as 

(
n - 1 p ) 

IIgn -hnll~nllg-h lIexp -n-j~1 IIAjll . (3.3) 

In order to find an upper bound of the norm IIg - h II, 
we note first the following identity.5 

Identity 1: 

e"(A+B) = ~ e"B - L~ dt f ds 

XetA e(t-s)B [A,B ]e'B e(A t)(A+B) (3.4) 

This is easily derived by noting the relation 

1 - e"A e"B e -A(A + B) = LA dt etA [etB, A]e t(A + B) 

(3.5) 

and Kubo's identity15 

[A,etJF
] = f ds e(t - ·)K[A,K] ~. (3.6) 

By applying Identity 1 repeatedly, we obtain the following 
identity. 

Identity 2: With the notation Ao=O, 

exp(A. .± Aj) -~. e"A' •. -e
AAp 

J= I 

L
A Lt p-l = dt ds L ~. ~, .. 'eAAk - I etA. 

o 0 k=l 

Xexp [(t -s) j=t+ lAj ] [j=t+ I Aj,Ak ] 

Xexp (s. t Aj)exp [(A. - t) f Ai]' (3.7) 
J=T'+l j=k 

Here we have also used generalized Kubo's identity 

[A,etK. etK, ... / .. 7t"p] 

602 

= ± ('< ds etK. etK' ... eAY"t"k-l e(A s)7t". 
k= I Jo 
X [A,Kk ) es7t"· eAY"t"k+ l, .. eAY"t"P, (3,8) 
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This is easily derived from the relation 
p 

[A,BIB2, .. Bp] = L B IB2",Bk_ 1 [A,Bd Bk+I, .. Bp (3.9) 
k=1 

and from Kubo's identity (3.6). 
Now we take the norm of (3.7). Then we obtain the 

following inequality. 
Inequality 1: For any set of operators {Aj } in a Banach 

algebra, 

\\exp (A. jt Ai) _~.",eAApl\ 

::; A.22 j~11 [Aj,Ak ] lIexp (A. jtl llAj II) (3.10) 

That is, we have an upper bound of the norm IIg - h II by 
puttingA. = lin in (3.10). Thus, we arrive finally at Theorem 
1. 

By the way it may be worthwhile to note the following 
identities. 

Identity 3 (Kubo's dual identity): 

[A,etJF ] = f ds~ [A,K] e(t-s)K. (3.11) 

Identity 4: 

[e"A,eI'B] = LA dt f: dse(A-t~elJ.t-·)B(A,B]e'BetA. (3.12) 

For an ordered exponential, we have the following gen­
eralized Kubo's identity. 

Identity 5: 

[A (t ),exp+ f K(S)dS] 

= VItI fdS V-I(s)[A (t),K(s)] V(s) 

= f ds[ V(s)A (t )V-I(s),K(s)] V(t), (3.13) 

and 

[A (t),exp_ f K(S)dS] 

= f ds V-I(s)[K(s),A(t)]V(S)V-I(t) 

= V-I(t) f ds [K(s),V(s)A (t)V-I(S)] (3.14) 

with VItI defined by (2.1). 
The proof of Identity 5 is easily given by differentiating 

the function/(t,t ') = V -1(t )A (t ') V (t ) - A (t ') with respect 
to t and by putting t' = t after integrating the differential 
equation thus obtained. 

Now we discuss some symmetrized product approxi­
mants of exponential operators, which was introduced by 
Hirsch et al. 16 and De Laedt et al,17 by modifying general­
ized approximants by the present author. 18 First we discuss 
the symmetrization of (1.3) with respect to the operators A 
and B. We have the following inequality. 

Theorem 2: For any operators A and B in a Banach 
algebra, 
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d 1 LA - F (A ) = - etA 12)A e-<B G (s)ds 
dA 2 0 

where 
(3.19) 

.12(A,B) = J 2(A,B )exp iliA II + liB II), 
and 

using Kubo's identity (3.6) and his dual identity (3.11), where 

G (s) = e(sl2)A [A,B ] e - (s/2)A - e - sB [A,B ] ~. (3.20) 

J2(A,B) = n {II [[A,B ],B ] II + 111 [[A,B ],A ] II J. (3.16) 
By noting that G (0) = 0, we have 

G(s) = f dU{ ~ e(u/2)A [A,[A,B]] e- 1u/2)A 
It should be noted that the upper bound of the difference 
between the two operators [namely, exp (A + B) and the 
symmetrized approximant] decreasess.17 proportionally to 
n - 2 as n increases. Thus, the above symmetrized product is a 
much better approximant. 

+ e - uB [B, [A,B ]] euB }. (3.21) 

Proof of Theorem 2: First we prove the following ine­
quality. 

Thus, we obtain the following formula. 
Identity 6: 

e-< (A + B) = etA 12)A e-<B etA 12)A + J.- (" dt f' ds 
2 Jo Jo Inequality 2: For any operators A and B in a Banach 

algebra, Xe(tl2)A etBG (s)e(tl2)A etA - t)(A +B), (3.22) 

lie-< (,4+ B) _ e(Al2)A e-<B e(Al2)A II S.12(AA,AB), (3.17) with G (s) defined by (3.21). 
where.1 2 (A,B) is defined by (3.16). 

The proof of Inequality 2: If we put 

F(A ) = 1 - e(AI2)A e-<B e(Al2)A e -A(A +B), (3.18) 

Therefore, we get the inequality (3.17). By using an ine­
quality similar to (3.3) and Inequality 2 for A = lin, we ar­
rive finally at Theorem 2. 

we obtain F(O) = a and 
For a general set of operators {AJ J, the following weak 

bound has been provens already. 

Inequality 3: For any set of operators {Aj J in a Banach algebra, 

II exp (.± Aj) - (e(1I2n)A' ... e(1I2n)Ap-1 e(lIn)Ap e(IIZn)Ap-I ... e(1I2n)A,)n II S ~(.± IIAJII)2exp (.± IIAj II). (3.23) 
1 = I 3n 1 = t 1 = I 

However, an upper bound.1p (A I,A2'''',AP )/n2 stronger than (3.23) is obtained recursively by applying Inequality 2 as 

II exp (A jttAj) - (e(Al2)A' ... e(AlZ)Ap-1 eMp e(Al2)Ap- 1 ... e(Al2)A,) II 

S Ilexp (A }tt AJ) - exp (~ AI)exp (A }tz Aj )exp (~AI)II 
+ Ile(AlZ)A, {exp 0 jt2A}) - e(AlZ)A' ... e

Mp 
... e(Al2)A'}e(AlZ)A,11 S.12(AAI,A jt2A}) + eIlM,II.1p_ tlAA2, .. ·,AAp), (3.24) 

Therefore, we obtain the following recursion relation: 

.1p(At, ... ,Ap) = eIlA ,II.1p _ t (A2, .. ·,Ap) +..d 2( At'jtz Aj). (3.25) 

Thus, we arrive at the following inequality. 
Inequality 4: For any set of operators {Aj J in a Banach algebra, 

II exp (A jtt AJ) - e(Al2)A' ... e(Al2)Ap-1 eMp e(AI2)AP-I ... e(Al2)A, II S..dp(AAw .. ,AAp), 

where ..dp(AI"",Ap) is given by 

..dp(At, ... ,Ap) = :t: exp Ct>Aj "P2(A k ,Ak + 1 + ... +Ap)S Jp (A 1, ... ,Ap)exp (ttIlAjll). 

and 
_ p-t_ 
..dp(AI'·",Ap) = L A2(A k,Ak+ 1 + ... +Ap). 

k=t 

This inequality yields the following theorem in a way similar to the proof of Theorem 1 through (3.3). 
Theorem 3: For any set of operators {Aj J in a Banach algebra 

II exp (.i Aj) - (e(lIzn)A' .. e(tl2n)Ap-1 e(lIn)Ap e(t/2n)Ap-I ... e(1/2n)A, )nll s~Jp(A1, ... ,Ap)exp (.i IIAj II), 
1=1 n 1=1 
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where ..ap(At, ... .Ap) is given by (3.27) 
The above symmetrized decomposition of exponential 

operators is extended as follows. Hirsch et al. 16 and De 
Raedt et al. t7 introduced a symmetrization of the form 

ettA + B) = e(Al2)A e(,</2)B e(,<'/4)C, e(Al2)B e{,</2)A + 0 (A S) 

(3.29) 

for two operators A and B, where 

C3 = ~ [[B.A ].A + 2B ]==4R2(A,B). (3.30) 

This is easily extended to any set of operators {AI.A2' ... .Ap} 
as 

exp (A jtt Aj) 

= e('</2)A, ..• l'/2)Ap l'Rp e(,</Z)AP ..• e(,</Z)A, + OrA S), 

(3.31) 
where 

R = 1. [~(e (,</2)Ap ••• e-(AlZ)A, 
p 6 aA 3 

Xexp (A .fAl) e - (,</2)A' ... e - ('<12)Ap)] . 
}=I ,<=0 

(3.32) 

In order to findRp = Rp (AI, .. Ap) explicitly in terms of com­
mutators of {A j } , we apply repeatedly the following proper­
ty: 

et (A,B) _ e(..t /Z)A etB e(AlZ)A = A 3 R
2
(A,B ) + 0 (A 4), 

(3.33) 

being equivalent to (3.29). The recursion formula for Rp thus 
obtained is given by 

Rp(AI,· .. .Ap) 

= Rz(At.Az + ... +Ap) +Rp_ dAz.A3, ... .Ap) (3.34) 

through the relation 

exp (A jtl Aj) e(Al2)A, exp (A jtz Aj) e(AlZ)A, 

= A 3Rz(A1'ltz Aj) + OrA 4). (3.35) 

Therefore, we obtain 
p-l 

Rp(Al'· .. .Ap) = L R2(Ak.Ak+ 1 + ... +Ap). (3.36) 
k=l 

The above arguments can be generalized in the follow­
ing. 

Symmetrized Decomposition Formula: For any set of 
operators {Aj J, 

exp ( U jtt Aj) 

,<2·+,S .A'S..tA.AA ... e 2n+I"· e 3e p· •• e-t, (3.37) 

where with SI = 0 we have 

S ___ 1 __ [ __ iJ8_"_+_I_ (e -..t 2. - '~. - , 

2n+ 1 - 2(2n + I)! all, 2n+ 1 
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(3.38) 

One of the remarkable points in the above expansion 
formula is that only odd terms in A appear in (3.37). That is, 

exp (A ± Ai) 
j=l 

= e(,<12)A' ... e(,<12)Ap e(,</2)'S, 

(3.39) 

namely there appears no correction of the order of A 2n + Z in 
the above expansion (3.37) or (3.39). 

The proof of this formula is given by mathematical in­
duction. For this purpose, we put 

F(A )=exp (u,± Al) = ~, ... e..tAp et's, 
}=I 

,<2·+'S ,<2·+'S ... e 2.+1F2n +
I
(A)e 2.+' 

... et's'e..tAp ... ~,. (3.40) 

It is easy to show that 

S3 = 4Rp(A 1.A2'· .. .Ap) 

and 

(3.41) 

with (3.36). Now we assume that SZk + 1 is given by the form 
(3.38) for k~n and that FZk + ttA) = 1 + O(A Zk+3) for 
k ~ n. First it is shown from the above assumption that 

,<~+~ ,<~+~ 
F (A)-e 2.+3F (A)e 2.+3 (3.42) 2n + 1 - 2n +3 , 

where F2n + 3 (A ) = 1 + 0 (A 2n + 4), at least, from the defini­
tionofS2n+3.Next,fromthepropertythatF(A)p( -A) = 1, 
we have F2n + 3 (A )F2n + 3 ( - A ) = 1. Thus we obtain that 
Fzn + 3 (A ) = 1 + 0 (A 2n + 5). Therefore, we arrive at the con­
clusion that the above assumption holds also in the case of 
n + 1. This completes the proof. 

The convergence of the above general expansion formu­
las (3.37) and (3.39) can be shown in a way quite similar to 
that18 for the ordinary Zassenhaus formula for a certain 
range OfA. 

The above symmetrized decomposition formula gives 
the following approximation method. 

Generalized Symmetrized Approximants of Exponential 
Operators: For any set of operators in a Banach algebra, 

exp (tl Aj) = Fn.m (A I"".AP ) + o (l/n2m + 2), (3.43) 

where 

Fn.m 
(A I' ... .A

P
) = e(l12n)A' ... e(1I2n)Ap e(IISn')S, 

... e2( 112n)2m + 'S2m + ' ... e( 11811')S, 

X 
(1I2n)Ap (1I2n)A,) n e · .. e , 

with {S2k+ d defined by (3.38). 
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By the way, it may be also instructive to note the follow­
ing identity. 

Identity 7: With Kubo's notation A x B 
=[A,B] =AB - BA, 

ettA + B) = etA etBexp+ [it ds e - sB X(e - sA x - I)B ] 

= {exp [f dSe'BX(~X -1)B HetBetA. (3.45) 

The proof of this identity is straightforward. This will 
be used to derive some identities for the two-component Lie 
algebra such as (1.5) for A x B = aB, as will be discussed in 
the succeeding section. 

The above identity is easily extended in the following. 
Identity 8: 

exp (t .± Aj) = etA· ... i Ap 
exp+ r D (s)ds 

J=I Jo 

where 

f _sAX -sAi: -sA); 1 -sAf< D (s) = ~ (e p ···e )(e - ···e - l)Ak' (3.47) 
k=2 

The proof is straightforward. 
The above identity 8 is also extended to ordered expon­

entials in the following. 
Identity 9: 

exp+ f ds{A (s) +B(s)} 

= exp+ fA (s)ds exp+ f B (s)ds 

xexp+ f C+(s)ds, 

exp_ f ds{A (s) + B (s)} 

= exp_ f C_(s)ds exp_ f B (s)ds 

Xexp_ fA (s)ds, (3.48) 

where 

C± (t) = eXP=F ( + f B X(S)dS) 

x{exp=F (+ fAX(S)dS)-I}B(t). (3.49) 

The proof ofldentity 9 is given as follows. First we put 

F+(t) = exp_ ( - f B(S)dS) 

and 

Xexp_ ( - fA (S)ds)exp+ f {A (s)+B(s)}ds, 

F _(t) = exp_ f ds{A (s) + B (s)} 

Xexp+ ( - fA (s)ds)exp+ ( - f B(S)dS). 

(3.50) 

Then, we have 

d 
dt F ± (t) = C ± (t)F ± (t) and F ± (0) = 1, (3.51) 

where we have used the relations (2.3) and the following 
identity. 

Identity 10: 

(exP ± fAX(S)dS)B(t) 

= (exP ± fA (S)dS)B (t {exP=F - fA (s)ds). (3.52) 

In order to obtain expressions of {S2n + I I explicitly, the following alternative formulation of the symmetrized decompo­
sition formula will be more useful. First, from Identity 8, we have 

( P) ,u ,u exp U.L Aj = ~····e p FI(A)e p ... e-<A., 
J=I 

(3.53) 

where 

FIlA) = exp+ f· D (s)ds exp_ L'- D ( - s)ds (3.54) 

with (3.47). Thus, the expansion coefficient S2n + I in (3.37) is given by 

S = e-'<' - S2.-I ... e -'<"S'F(A)e-'<"S' ... e-'<' - S2._1 • 
1 [aan + 1 

2.1 2.1 ] 

2n + I 2(2n + I)! aA 2n + I I .<. = 0 
(3.55) 

This is very convenient, because the right-hand side of (3.55) is expressed already in terms of commutators of A 1,. .. ,Ar For 
example, we have 

-- -FA -- -DA =- -D-A l(a
3 

) l(a
2 

) 1(~ ) 
S3- 12 aA 3 I( ) .<.=0 - 6 aA 2 () .<.=0 6 aA 2 ( ) .<.=0 

=~ ± [d
2

2 
(e,u: ... /Af+l) (/Af ... e,uf' -1)Ak ] =~ ± {2L )' ArAt+ L (AiX)2}Ak' (3.56) 

6 k=2 dA .<.=0 6 k=2 i#jj5,tl i5,k 
This agrees with the result (3.36), as it should be. 
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In particular, for p = 2 we have 

S3= ~2 = ! {JV(A x +B X)2}B= ! (A x +2Bx)A xB, 

S = Q4 + [Q2,Qd =~ [S,A XB] +~{JV(A x +B X)4}B 
s 5 5.3 5 3 51 ' 

S7 = Q6 + [Q2,Q31 + [Q4,Qd + [QI,[Q!JQ211, 
7 7·3 7·5 7·5·3 

= ~ [Ss,A XB] + _1_ [S3,{JV(A x +B X)3}B] + ~ {JV(A x +B X)6}B, ... , 
7 7·6 71 

(3.57) 

where the symbol JV denotes the ordering that B x should be on the left-hand side of A X , and the {Qn J are defined by 

Qn = (l/n!) {JV(A x + B x )n}B. (3.58) 

Any higher-order term S2n + 1 can be obtained similarly from (3.55) with the use of the following general expansion formula on 
F&-1.): 

F1(A)=Ft (A)F 1- (A), 

where 

(3.59) 

F t (A) = exp+ i'~ (e-·BX e sA x - 1)B ds = exp+ f' {JV(e-s(A x +BX) - l)}B ds 

=1+ i (-It An+IQ,,+ i i (_1)n(_1)mAm+n+2 Q"Qm 
,,=1 n+l n=lm=1 (m+n+2)(m+1) 

00 00 (-1)"' ... ( -l)"'A n,+".+n,+k 
+ ... L'" L Q ... Q + ... (3.60) 

",=1 ",=1 (nl+ .. ·+nk +k) ... (nl+n2+2)(nl+ 1) ", ", ' 

and 

IV. DECOMPOSITION FORMULAS OF LIE 
EXPONENTIALS 

In the present section, we derive some decomposition 
formulas of exponential oprators composed of generalized 
Lie algebra. 

The simplest example8
,9 of such exponential oprators 

may be exp(A + B) for the two-dimensional Lie algebra 
(A,B), namely [A,B] = aBo As was mentioned in Sec. I, it is 
decomposed as (1.5). It is easily extended in the following. 

Formula 1: If [A,B] = aB, then 

exp IA + B) = exp{Aj(a)B}eA exp{(l - A )/(a)B} 
(4.1) 

for an arbitrary value of A, where 

I(a) = l-e-
a 

a 
- ea 

- 1 
and I(a) = ea I(a) = --. 

a 
(4.2) 

The proof is given by using the formula (1.5) as follows: 
eA+ B = e(A +AB)+II-A)B = eA +AB ef(a)II-A)B 

= ~1(a)B eA e(1-A)fla)B, (4.3) 

where we have used the fact that if [A,B] = aB, then 
[A,B'] = aB 'forB' = AB,andhavealsousedthesimplerela­
tion 

(4.4) 

The above formula will be applied in Sec. V to the relax­
ation near the instability point. 
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It should be remarked that the above decomposition 
formula (4.1) holds for any value of A.. This freedom will be 
used in the succeeding section in order to find a global solu­
tion of nonlinear relaxation from or near the unstable point 
of the relevant system. 

The above result is easily extended to a more general 
case. 

Formula 2: If [A,B] = aB, then 

exp + [ {a(s)A + b (s)B }ds 

= exp {[ b (s)A. (s,t )exp (a f a(u)du )dSB } 

X exp ([ a(s)ds A )exp {[ b (s)( 1 - A. (s,t )) 

xexp ( -a [a(U)dU)dSB} 

for an arbitrary function A. (s,t ). 
Proof: First we prove the following lemmas, 
Lemma 1: 

exp + [ {a(s)A + b (s)B }ds 

= eP1t,O)A exp {[ b (s) e - apl',O) ds B }, 

for [A,B] = aB, where 
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,u(t,s) = l' a(s)ds. (4.7) 

Lemma 2: For [A,B] = aB, 

exp+ l' {a(sJA + b (s)B }ds 

= exp {I' b (s) ea/-L(t.s) ds B } e/-L(t.o)A. (4.8) 

The proofs of Lemmas 1 and 2 are given in the same way 
as for Lemma 3. 

Now we extend the above arguments to the following 
infinite-dimensional Lie algebra 

[A (t ),B (s)] = a(t,s)B (s). (4.9) 
This appears when we treat Fokker-Planck equations with 
time-dependent drift and diffusion terms. We have the fol­
lowing formula. 

Formula 3: For the Lie algebra (4.9) we have 

exp+ l' {A (s) + B (s)}ds 

= exp+ (1' A (S)ds) 

Xexp+ (1' B(s)exp ( - f a(u,s)du )dS) , (4.10) 

and 

exp_ l' {A (s) + B (s)}ds 

= exp_ (It B (s)exp (ls a(u,s)du )dS )exp _ I' A (s)ds. 

(4.11) 
Proof; If we put 

G (t) = exp_ ( - I' A (s)ds )exp + l' {A (s) + B (s)}ds, 

(4.12) 
then we obtain 

:t G(t) = {exp_ ( - fAX (S)dS)B(t)}G(t) 

= {exp (- f a(S,t)ds)B(t)}G(t), (4.13) 

where we have used Identity 10 in (3.52) and the commuta­
tion relation (4.9). The integration of (4.13) yields (4.10). 
Equation (4.11) is also derived in a quite similar way. 

Formula 3 is transformed into the following form. 
Formula 4: For the Lie algebra (4.9), 

exp+ I' {A (s) +B(s)}ds 

= exp+ {I' B (s)exp (1' a(u,s)du )dS} 

Xexp+ l' A (s)ds, (4.14) 

and 

exp_ f {A (s) +B(s)}ds 

= exp_ fA (s)ds 
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Xexp_ l' {B(S)eXp ( - l' a(u,s)du )}dS. (4.15) 

The proof of Formula 4 is given by putting 
A. (s,t) = exp( - f~a(u,s)du) and A. (s,t) = exp( - f!a(u,s)du) 
in the following lemma. 

Lemma 3: For the Lie algebra (4.9), we have 

exp ± l' A (s)ds exp ± l' A. (s,t )B (s)ds 

= exp ± {f A. (s,t )B (s)exp (It a(U,S)dU) dS} 

XexP± l' A (s)ds (4.16) 

for an arbitrary function of A. (s,t ). 
Proof of Lemma 3: It is easily shown by noting that 

exp ± (It A (s)ds )exp ± (It A. (s,t )B (S)dS) 

xexP± ( - fA (S,)dS) 

= exp ± {I' A. (s,t )exp (1' a(u,s)du) B (s)ds}. (4.17) 

In particular, when [B (t ),B (s)] = 0 for any values of t 
and s, we have the following decomposition formula. 

Formula 5: For the Lie algebra (4.9) and for 
[B (t ),B (s)] = 0, 

exp ± l' {A (s) + B (s)}ds 

=exP± l' {(I-A.(s,t))B(s)exp.8± (s,t)}ds 

XexP± (It A (S)dS) (4.18) 

X exp ± l' {A. (s,t)B (s)exp( -.8 ± (s,t ))}ds, 

where 

.8+(s,t) = l' a(u,s)du, .8_(s,t) = f a(u,s)du. (4.19) 

This is easily derived by applying Formulas 3 and 4 to 
an exponential operator of the form 
exp ± f~ {[A (s) + (1 - A. (s,t))B (s)] + A. (s,t)B (s) Jds by 
noting that 

[A (s) + (1 - A. (s,t ))B (s),B (s')] = a(s,s')B (s') (4.20) 

under the assumption in Formula 5. 
Formulas 1 and 2 are some special cases of Formula 5. 

These formulas will be applied to solve rigorously or asymp­
totically Fokker-Planck equations with time-dependent co­
efficients in the succeeding section. 

v. APPLICATIONS TO TRANSIENT PHENOMENA NEAR 
THE INSTABILITY POINT 
A. Linear case 

Decomposition formulas in Sec. III have been already 
applied to Monte Carlo simulations of quantum sys­
tems. 7,16,17.19-23 The purpose of the present section is to apply 
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the decomposition formulas presented in Sec. IV to relaxa­
tion phenomena. 

First we discuss here the following simple linear 
Fokker-Planck equation: 

:tP(X,t)=( - ! yx+€ ::2)P(X,t). (5.1) 

This is a well-known exactly soluble equation. As a simple 
instructive example, we try to apply8 Formula 1 or Eq. (1.5) 
to the following formal solution of (5.1): 

P(x,t) = exp (- t~yx + t€ J22) ·P(x,O). (5.2) 
ax ax 

Then, by noting that [A,B] = aB with a = 2yt and with 

a J2 
A= -t-yx and B=t€-2' (5.3) 

ax ax 

we obtain 

P (x,t ) = exp ( - t ! yx) 

X exp {( 1 - e - 21") ( 2~ ) ::2} P (x,O) 

= {21T€(e~t - 1) } - 1/2 

xexp - - P(y,O)dy, { 
(y e- 1" x)2 } 

2€(1 - e - 21" )ly 
(5.4) 

where we have used the following formulas: 

exp ( -y(t) ! x)p(x)=e-r(t)P(xe-r(t)), (5.5) 

and 

exp(€(t) ::2)P(X) 

= {4'1r€(t )} - 1/2 fOO exp { _ (x - y)2 } P (y)dy. 
- 00 4€(t) 

(5.6) 

These are well-known expressions. 
Now we extend the above formulation to the following 

time-dependent Fokker-Planck equation: 

a (a a
2

) -P(x,t)= --(a(t)x+b(t))+€(t)-2 P(x,t). (5.7) 
~ ax ax 

The formal solution of (5.7) is given by the following time­
ordered exponential: 

P (x,t) = exp+ {I' ( -! (a(s)x + b (s)) 

+ €(S) ::2 )dS} P (x,O). (5.8) 

Ifwe put 

a 
A (t) = - - (a(t )x + b (t)) 

ax 

a2 

and B (t) = €(t) -2' 
ax 

(5.9) 

then we find again the following Lie algebra: 

[A (t),B (s)] = 2a(t)B (s). (5.10) 

Thus, we can apply Formula 3 to (5.8). Then we obtain 
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P(x,t)=exp+ (-f ! (a(S)x+b(S)dS)) 

X exp ( CJ1t) ::2) P (x,O) 

with 

CJ1t) = f €(s)exp ( - 2 f a(u)du )dS. 

This is again expressed by the following integral: 

P(x,t) = A (t) 
~41TCJ1t ) 

(5.11) 

(5.12) 

f oo {(y - A (t )x + S~ b (s)A (S)dS)2} 
X exp - ---'----=--..:....:....-'--'--

- 00 4CJ1t) 
XP(y,O)dy, (5.13) 

where 

A (t) = exp ( - I' a(S)dS). (5.14) 

Here we have used the following transformation formula: 

exp+ { - I' ! (a(s)x + b (S))dS}.P(X) 

=A(t)P(A(t)x- f b(S)A(S)dS). (5.15) 

The above solution (5.13) has been already derived in differ­
ent methods.24,25 

B. Scaling limit 

Next, we discuss some asymptotic applications of our 
decomposition formulas given in Sec. IV. We study here the 
following Fokker-Planck equation: 

a (a a
2

) -P(x,t)= --a(x)+€-2 P(x,t) 
at ax ax 

(5.16) 

with a nonlinear drift velocity a(x,). The formal solution of 
(5.16) is given by 

P(x,t) = exp (t.Ydrift + t.Ydiff)P(X,t), (5.17) 

where 

a J2 
.Y drift = - ax a(x) and .Y diff = € ax2' (5.18) 

It should be noted here8.26
,27 that .Y drift and .Y diff do not 

necessarily in general satisfy the Lie algebra. However, there 
is the possibility8 that the previous decomposition formulas 
can be used in some asymptotic limit, namely in the scaling 
limit. 10,11 

As was discussed by the present author lO
,ll in the scal­

ing theory of transient phenomena, one of the most interest­
ing nonequilibrium phenomena is the relaxation from or 
near the unstable equilibrium point. Such a situation is de­
scribed by (5.16) with a(x) of the form 

a(x) = yx + (nonlinear term) (5.19) 

for y> O. We are now satisfiedlO
,l1 in asymptotic evaluation 

of relaxation in the small diffusion limit €-<l, namely the 
limit of small .Y diff' However, if we neglect the diffusion 
term .Y diff from the beginning in our unstable situation, 
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then nothing happens. 10,11 The diffusion term is essential in 
the early state (or initial regime) of relaxation as was empha­
sized in the scaling theory. 10,11 

On the other hand, the nonlinear part of the drift term 
.? drift becomes more and more important, as time t in­
creases, because it gives a correct saturation effect. Thus, 
both the diffusion term and the nonlinear part of the drift 
term play essential roles in the relaxation from or near the 
instability point. From the above arguments,10,l1 however, 
there is a possibility to treat separately the above two terms 
in some appropriate limit. 

In order to find what is our desired limit,lo.11 we first 
discuss the linear case (S.I ) by neglecting the nonlinear terms 
in (S.16) or (S.19). Then, the solution of(S.I) is given by IS.4) 
or 

P(lI(X,t) = exp {(e2Yt 
- 1) (2~) ::2} 

xexp ( - rt ! x) p(l)(x,O) (S.20) 

from Formula 1 in (4.1). If the initial system is just at the 
instability point x = 0, namely P(x,O) = 8(x), then the first 
drift operator in (S.20) has no effect. Thus, we obtain 

PIli (x,t ) = exp {Ee2Yt (1 - e - 2
Y
t) ( ;r) :~ }8(X). 

(S.21) 

Therefore, in the limit of large t, we have 

p(/) (x,t) ~P [i'})(x,Ee2Yt )=exp (Ee
2Yt 

( 2~) :2 )8(x). 

(S.22) 

This form is also found directly from the explicit solution 
(5.4)withP(v,0) = 8(v). It should be remarked here that (S.21) 
is the exact solution of (S.1 ) and consequently that it contains 
completely the linear drift effect through the decomposition 
formula 1. That is, the second modified diffusion factor in 
(S.20) plays a role of renormalized diffusion effect due to the 
linear drift term. The functionj(2rt )=(~Yt - 1 )/(2rt ) yields 
the renormalization of time in the decomposition formula 1. 

One of the most remarkable features of the above solu­
tion is that it has a scaling property in the sense that it is 
invariant asymptotically for the following transformation 

E-+E' = bE and t~t I = t - (l/2r)log b. (S.23) 

From this consideration, it is expected that our desired 
limit is the scaling limit 10.11,28 that 

sc - lim=lim lim for T fixed, (S.24) 
~ t-+oo 

where 

T = Ee-yt
• (S.2S) 

Even in the general nonlinear case, this scaling property is 
expected to hold in the sense that the solution P (x,t ) of (S .16) 
becomes ajinite function only of the scaling variable T in the 
above scaling limit (5.25). 

Then, we discuss here the nonlinear case from our view­
point of scaling on the basis of our algebraic method, namely 
the decomposition formulas presented in Sec. IV. The for­
mal solution of(S.16) is also expressed as 
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P(x,t) = eA+ B+ C P(x,O), 

where 

a a2 

A= -t-]'X, B=tE-, ax ax2 

a 
C= -t-(a(x) - rx). ax 

(S.26) 

(S.27) 

As is seen from the above scaling argument in the linear case, 
one substantial aspect of the scaling theory is the separation 
of procedure to solve nonlinear systems with random force. 
This separation is performed algebraically in the present for­
mulation. The above consideration on the linear case sug­
gests the following asymptotic separation8

: 

sc -lim ~ +B+C = eA+ c e/(a)B, 

where 

(S.28) 

j(a) = (I - e-a)la and [A,B] = aBo (S.29) 

Here a = 2rt in the present problem. 
In order to confirm the validity of this asymptotic sepa­

ration (S.28), we give first the following systematic expansion 
formula. 

Formula 6: When [A,B] = aB, we have 

exp (A + C +AB) = H(A )~+c 1I/(aIB, (S.30) 

where 

and 

H(A) = exp+ f: Gfp)dp, (S.31) 

x! 1 - 2j(a)8(s - 1) Jds. (S.32) 

In particular, the first-order term of H IA ) is given by 

G(O) =E t e'lA+C)~e-s(A+C) 
Jo ax2 

x II - 2jla)8(s - I)}ds. (S.33) 

Here, the exponential factor exp(s(A + C)] is a drift operator 
of the form 

exp{s(A + Cll·P(x) = exp { st! a(x)} PIx) 

= {a(S(x,t))/a(x)} P(S(x,t)), 
(S.34) 

where 11 

and 

F(x) = exp (X -L dy. (5.3S) 
Jao a(v) 

Thus, we find that (G(O)lE] is bounded if a(x) contains a 
nonlinear term by which the system approaches afinite sta­
tionary state. In general, [G (A )1 E] is shown to be bounded in 
the same situation. Thus, we arrive at the conclusion that the 
asymptotic separation (S.28) is valid in the scaling limit 
(S.24). That is, the desired scaling solution for (S.16) is given 
bylO.ll 
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p(SC) (x,t) = et.Ydrift et
/(2Yt).Yd;rr P(x,O). (5.36) 

Each operator in (5.36) can be manipulated analytically and 
consequently the scaling solutionP(sc) (x,t) is explicitly found 
for a specific drift function a(x) and for any unstable initial 
distribution such as 

P(x,O) = 1 exp (_ (x - 6)2). 
~21T€0'0 2€0'0 

(5.37) 

According to the expression (5.36), the renormalized diffu­
sion effect is essential in the initial regime. The nonlinear 
drift term becomes dominant in the second nonlinear re­
gime, as was already discussed in a different method. 10,11 

The validity condition of the scaling theory on the ini­
tial condition is given by 

62$€ and 0'0=0(1), (5.38) 

as is seen from the above arguments. The condition (5.38) 
assures that the initial system is located essentially at the 
unstable point. When the above instability condition (5.38) is 
not satisfied, the ordinary n-expansion method,2S-30 namely 
the perturbational expansion around the deterministic solu­
tion, is valid. 

C. Scaling theory for Fokker-Planck equations with 
tlme-dependent coefficients 

Next we try to extend the above arguments to a time­
dependent Fokker-Planck equation of the form 

~P(x,t) = (- ..!......a(x,t) + Eft) ,]22) P(x,t). (5.39) 
at ax ax 

In fact, any realistic nonequilibrium situation will be de­
scribed by (5.39) more appropriately than (5.16), because it 
takes a finite time to make the relevant system quenched, for 
example, from above the critical point to below the critical 
point. This situation has been discussed already by many 
authors. 31-33 

Now the formal scaling solution of(5.39) is given by 

P (SCi(x,t ) = exp + f .!£' drift (s)ds 

X exp (D (t) :2 }p (x,O) (5.40) 

from Formula 3 in (4.10) similarly to (5.36), where 

a 
.!£'drift(t)= --a(x,t), (5.41) 

ax 

and 

D (t ) = f €(s)exp ( - 2 f r(u)du )dS. (5.42) 

Here r(t ) denotes a time-dependent growing rate defined by 

a(x,t) = r(t)x + (nonlinear term). (5.43) 

Therefore, when the initial distribution is given by (5.37), the 
scaling solution of (5.39) is expressed by 

p(SC)(x,t) = exp+ ( - f ! a(x,s)ds)PG(X,t), (5.44) 

where 

P G(x,t) = {21T(€0'0 + 2D (t))} -1/2 
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( 
X2 ) Xexp - . 

2(€0'0 + 2D (t)) 
(5.45) 

In particular, for the case ofthe laser modello,11,30 de­
scribed by 

a(x,t) = r(t)x - g(t )x3, (5.46) 

the scaling solution is given by 

P(&e)(x,t) 

= 1 - 2x2e- P(ti g(s)eP(s) ds 1 { it } -3/2 

~21T'r(t) 0 

X exp { - 2~: ,(1 - 2x2 f g(s)eP(S) - P(t) dS) -l 
(5.47) 

where 

1'(t) = (€O'o + 2D (t ))exp (f3 (t)) (5.48) 

and 

/3(t) = 2 f r(s)ds. (5,49) 

Now, one of the most interesting physical quantities in 
the present problem is the onset time to at which a macro­
scopic order or structure begins to appear, and which is de­
termined, in the present problem, by 

(5.50) 

In the special limit, we consider first the time-indepen­
dentcasethatr(t) = r,g(t) =g,and€(t) = €,namelysudden 
quenching. Then, the onset time to is given, from (5.50), by 

to~(1I2r)log [€(O'o + lIr)) -I, (5.51) 

as was already discussed in the previous papers by the pres­
ent author.IO,1J Namely, the onset time becomes larger and 
larger, as the strength of the random force € and the intial 
fluctuation 0'0 become smaller and smaller. This was 
called lO,11 synergism of the initial fluctuation and the ran­
dom force. 

Next we consider the shift of the onset time .::1 to due to 
the time-dependent growing rate r(t). As was discussed by 
Weidlich and Haag,31 by Nozieres and Saint-James,32 and by 
Wong,33 we consider the case of a linear dependence of r(t) 
on time t as 

r(t) = - ro, for t~O, 

r(t)=vt-ro, for O~t~T, (5.52) 

r(t) = re' for T~t, 

with v = (ro + reliT. Then, we obtain the shift of onset 
time, .::1 to, in the form 

.::1to = to - to(T= 0) = [(ro + re)/(2re)] T, (5.53) 

for to>T. Thus, the shift of onset time.::1to becomes larger, as 
ro and T increase, as it should be. These results agree well 
with those obtained by other authors.31-33 

D. Global approximation method (GAM) 

Finally we try to extend the scaling theory to find a 
global solutionS of the system which is valid in the whole 
region of time. Our idea is to make use of decomposition 
formulas 1,2, and 5. 
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We consider Eq. (5.16). Formula 1 suggests the follow­
ing approximation: 

P(GAM)(X,t) = exp (.t (t )/(2yt )tE :2)exp ( - t ~ a(x)) 

Xexp ((1- A. (t))f(2yt)tE :2) P(x,O), 

(5.54) 

for the nonlinear drift a(x). The validity of this asymptotic 
evaluation is confirmed and is shown to agree with the scal­
ing solution in the scaling regime. Our problem is to show 
that the above solution is optimized by adjusting the arbi­
trary function A. (t) in (5.54). 

The criteria for determining A. (t) are the following. 
(A) The fluctuation around the stationary point x = X"t 

is given correctly up to the order of E in the limit t-+oo. 
(B) The function A. (t) is as simple as possible. 
First we note that the distribution function P (x,t) de­

fined by 

P(x,t) = exp ( - t ~ a(x)) 

xexp {(I -A. (t))f(2yt)tE ::2} P(x,O) (5.55) 

approaches a delta function (or sum of delta functions) 
around x = X"t (ifthere are several stationary points). There­
fore, the fluctuation x = Xst of the solution p(GAM) (x,t) in 
(5.54) for t-+oo is given by 

< (x - x"t )2) = lim {U (t )/(2yt )tE} (5.56) 
t-co 

from the expression (5.54), by using the formula (5.6). Now 
we assume that «(x - x st )2) EUe • Then, we have such a 
condition on A. (t ) as 

A. (t)(e2yt -l)/y~ue (5.57) 

for large t. The simplest form of A. (t) to satisfy (5.57) is 

A. (t) = Ue ye - 2rt. (5.58) 

Thus, we obtain the global approximation solution 
P(GAM)(X,t) given by (5.54) with (5.58), namely 

p(GAM)(X,t) = exp (t-(t) ::2) exp ( - t ~ a(x)) 

XexP(E(t) :2)P(X,O), (5.59) 

where 

E(t) = (E/2y)(1- e- 2yt )(1 ueye- 2Yt ) (5.60) 

and 

(5.61) 

As a simple application of our global approximation 
method, we discuss the laser model a(x) = yx - gx3

• This 
system has two stationary states X.t = ± (y/gp/2 and the 
fluctuation around them is given by EUe = E/(2y). Now the 
global approximate solution of this system to give correctly 
the stationary fluctuation for the initial Gaussian distribu­
tion (5.37) with {) = ° is given by8 
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P(GAM)(X,t) = {217'Eo(t) J -1/2 fJ1 exp (_ IS - X)2) 
-.11 2£o(t) 

X [1/(217'1')1/2] (1 - 2go(t)S2)-3/2 

X exp ( _ S 2 ) ds 2r(I - 2go(t)S2 ' 
(5.62) 

whereo(t)=(I-e- 2Yt )ue ,A = {2go(t)J-1/2,and 

l' = r(t )e2Yt=E{ Uo + (2 - e - 2rt)o(t )Jexp (2yt). (5.63) 

The above result (5.62) is rewritten as 

p(GAM) (x,t) 

1 fco { jl 
= 217'(Eo(t)r(t W/2 _ co exp - 2r(t) 

--- x- ds 1 ( S )2} 
2Eo(t) (e 2rt + nIt ),r)1/2 ' 

(5.64) 

where n(t) = 2go(t). This is our desired global solution. In 
order to see how it approaches the correct stationary state, 
we separate it into the following two parts: 

P(GAM)(X,t) = P(~AM) (x,t) + p(~AM) (x,t), (5.65) 

where each part is defined by the positive and negative re­
gions of the integral (5.64) with respect to s, respectively. In 
the limit of large t,P (~AM) (x,t) is, for example, calculated 
explicitly as 

P(~AM) (x,t) 

exp { - (x - X(t))2 /2Eo(t)} 
~.~~--~--~~~~ 

217'(Eo(t)r(t ))1/2 

X rco 
{ jl (x - x(t ))x3(t ) l}d 

Jo exp - 2r(t) - 2£o(t )exp (2y/) jl S 

_ I {(X - x(t ))2 
- 2(217'Eo(t W/2 exp - 2Eo(t) 

[ 
(x - X(I ))x3(t ) ] lI2} 

Eo(t )r(t )exp (2yt) 

:=}P';;;- (x)==J.. I exp { _ (x - x.! )2}, (5.66) 
2 ~217'EUe 2EUe /' 

for x>x(t), wherex(t) = n(t)-1/2 and wehave~sed thefol­
lowing integral formula: 

l co -ax'-blx'd _ 1 ~ -2(ab)'12 e x---e 
o 2 a 

(5.67) 

for a > ° and b > 0. Similarly, P (~AM) (x,t) is also shown to 
approach P!; )(x) correctly for t-+ 00 • 

The present result (5.64) obtained by GAM agrees with 
Weiss' resule4 derived by using the path integral formula­
tion. 

The above formulation can be extended to Fokker­
Planck equations with time-dependent coefficients, (5.39), as 

P(GAM)(X,t) 

= exp{[ (1 - A. (s,t ))E(s)exp (2 r r(u)du )dS ::2} 
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xexp+ { - f ~ a(x,s)dS} 

xexp {f A (s,t )E(s) exp ( - 2 f r(u)du )dS ::2}' 
(5.68) 

from Formula 5. 

VI. SUMMARY AND DISCUSSION 

In the present paper, we have given some decomposi­
tion formulas of exponential operators and Lie exponentials 
and they have been applied to study the relaxation and fluc­
tuation from or near the instability point. A global approxi­
mation method of transient phenomena near the instability 
point has been formulated on the basis of decomposition for­
mulas into three parts. An application to the laser model has 
been presented in detail. 

Here it should be remarked that spin operators belong 
clearly to a Banach algebra, but that differential operators 
such as .? dill' in Sec. V do not belong to a Banach algebra in a 
strict sense. However, if we confine operands (namely the 
distribution function in the case of the Fokker-Planck equa­
tion) into functions (PIx)} which decrease rapidly for 
x = ± 00, then our decomposition formulas given in the 
present paper are still valid. 

Some applications to other phenomena such as combus­
tion35,36 and to nonuniform systems will be reported else­
where. 
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A classification scheme is presented for the finite multiplicative group generated by the gamma 
matrices associated with a given Clifford algebra. This group reflects the periodicities observed in 
n-dimensional spinors, and its representations and other properties are studied, thus highlighting 
the dependence on the number of spacelike and timelike vectors. The reality of the representations 
is examined and tabulated; application is made to the imposition of Majorana and Weyl 
conditions. 

I. INTRODUCTION 

In the study of the Dirac and wave equations on a given 
space-time, Clifford algebras 1.2 playa fundamental role. Ac­
cordingly, they (and the associated study of spinors) have 
been the subject of many investigations (Good3 gives an early 
review). The purpose of this paper is to study these algebras 
and spinors by the study of an associated finite group. Such a 
line of investigation is not new, but before reviewing this 
work, a description of this group (made precise in Sec. II) is 
in order. 

Associated with a Clifford algebra is a natural finite 
group,4 the multiplicative group, generated by the gamma 
matrices representing the algebra. For example, the Pauli 0' 

matrices generate a group, abstractly the quatemion group. 
This group, though finite, is large enough to reflect the repre­
sentation structure of the underlying group of metric-pre­
serving transformations and the related spin groups we are 
interested in. Indeed, the nontrivial representations of this 
group generate the fundamental spin representations of the 
underlying orthogonal group. The connection is as follows. 
A rotation can always be expressed as a product of reflec­
tions. The group we are considering is the double group of 
the (abelian) group of reflections in the coordinate axes. Such 
finite groups have a very specific structure; they are extra­
special groups or their central extensions (described in Sec. 
II). These finite groups provide a useful and simple method 
for studying n-dimensional spinors and properties of Clif­
ford algebras. 

This underlying finite group has been mentioned or 
used in passing by a variety of authors. Eddingtons noted the 
four-dimensional case's relation to the group of collineations 
of Kummer's quartic surface. Boemer6 made use of them 
when describing the spin representations of the orthogonal 
groups.7 Remakrishnan encountered them in a program he 
calls "L-Matrix theory," and tried generalizing the group to 
describe para-Fermi statistics.s More recently, Salingaros 
encountered these groups when putting a group structure on 
the differential forms of a given space-time,9 and he later 
identified their connection with extraspecial groups. 10 (This 
contains some errors, noted later.) 

The same group we are describing also arises in a var­
iety of other contexts. First, a uniform description of the 
double groups of the (finite) reflection groups has been devel­
oped. II Here the double group is generated directly in terms 
of a Cartan matrix and these extraspecial groups. This gener-

alizes Schur'sl2 work on the double group ofthe symmetric 
group and has significance for those interested in lattice sym­
metries.13 Second and more recently, this group has arisen 
when constructing vertex operators associated with a Kac­
Moody algebra. 14 In this regard, the method of classification 
developed later is particularly useful. These groups also ap­
peared in the classification of the finite simple groups. IS 

Despite their ubiquity, it appears that a detailed de­
scription of these groups is lacking in the mathematical 
physics literature. The purpose of this account is to provide a 
new direct classification of the group associated with an al­
gebra of given dimension and signature. In so doing we shall 
also review many of the known properties of these groups 
and their representations. These results will be applied to the 
known representation theory of Clifford algebras and spin­
ors, so obtaining results which are frequently used in super­
symmetric calculations today. 16 

An outline of the paper is as follows. In Sec. II we asso­
ciate a group to a Clifford algebra with a given dimension 
and signature. The elementary properties of this group are 
given, and it is shown the group is one of five types; it is 
extraspecial or a central product of one of these. This section 
is mostly review. Section III answers the question: which 
group is to be associated with a specific algebra. The tech­
niques of this section are new and improve the existing enu­
merative method of classification. It is this section that is 
particularly relevant to the discussion of vertex operators. 
Having now associated a particular group to a given signa­
ture and dimension, Sec. IV discusses the representations of 
these groups. Many known results are drawn upon in this 
section; some old results are slightly extended so the reality 
properties and orders of the group elements may be dis­
cussed; the tensor products of representations are described. 
Section V gives some application of these results, showing 
how the Majorana and Weyl restrictions on spinors may be 
imposed. Section VI is a brief conclusion. 

II. CONSTRUCTION AND PROPERTIES OF THE GROUP 
ASSOCIATED WITH THE ALGEBRA 

In this section we shall associate a group with a Clifford 
algebra over a space-time with given signature. We shall 
identify the group as one offive types and in the next section 
determine which of these groups is associated with a particu­
lar signature and dimension. First, we define an algebra over 
the field F by the anticommutation relations 
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e; = 11u, 11ueF, (la) 

e/ej+eje/=O, i=/=j, l~i, j~n. (lb) 

If the field is of characteristic different from (2), (char F =/=2) 
these may be expressed equivalently by 

e/ej + eA = {e;oej 1 = 211u~ij=2gij' (2) 

When all thegij are zero we have the Grassmann, or exterior, 
algebra; with 11 u = ± 1, we have a Clifford algebra. Let 

11u= +1, i~r, 

11u = - 1, r<i~n. 

(3a) 

(3b) 

We label this algebra c" , with s = n - r. We may think of n 
here as the dimension of the underlying space-time, and s the 
number of spacelike dimensions. 

Associated with this Clifford algebra is a finite group, 
G r," - r; loosely, this is the group of products of the units of 
the algebra. The abstract definition of this group is 

Gr,,,-r=(rl,r2,· .. ,r,,, - 111 = (- W =rJ, j~r; 

- 1 = rL r<k~n, (4) 

[ r;olj] = - 1, i =/= j, [ riO - 1] = 1). 

The group is written multiplicatively with identity 1 and 
group commutator [x,y] =xyx-Iy-I. (The same group is 
obtained via a differential geometric construction by Salin­
garos.9,10) When no confusion arises, we will drop the super­
scripts from G. The group G is realized as the multiplicative 
group of products (and their negatives) of the gamma matri­
ces which represent a given algebra. 

We proceed now to identify the class of groups G we are 
dealing with. This is done by determining the conjugacy 
classes of G, its center, and commutator. Let g = r/ r, .... r,. 

'z d 

-r/'/Z""'/d' withil <i2 < ... <id· There are (d) such possibleg; 
including their negatives, there are 2(d)' Thus the order of G 
is I G I = 21 + " . The conjugacy classes of G may be seen from 
the following identities: 

r/gr /- 1= ( - l)dg if i=/=ij , j = 1, ... ,d; (Sa) 

r/gr/- I=(-I)d-lg ifi=ij, somej=1, ... ,d.(5b) 

The elementsg and - g are therefore in the same conjugacy 
class unless n is both odd and d = n. Only in this latter case 
will g (and also - g) be self-conjugate (like - 1 and 1), and 
so in the center of G,Z (G ). As there are (d) distinct elements 
r/'/Z'''''/d' there are then 2" + 1 conjugacy classes of G for n 
even, and 2" + 2 = 2(2" - I + 1) conjugacy classes for n odd. 

To identify the structure of the center of G in the case n 
odd define 

..d = r lr 2• .. r". (6) 

Then 
..d 2 = (_ 1)"(n+ 1)/2-r. (7) 

We have, then, the following cases for the center of G: 

Z(G)= 

614 

( - 1) ~ C2 ' n even, 

(-1,..d>~ 

( - 1) X (..d > ~ C2 X C2, 

ifn odd and 
n(n + 1)/2 - r even, 

= (..d > ~C4' if n odd and 
n(n + 1 )/2 - r odd. 
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Here C k denotes the cyclic group of k elements. 
Using the results ofEq. (5) we find the following: 

G' = [G ,G] = (-I),GIG' = C2 XC2 X"'XC2, n times. 

Thus GIG' is elementary abelian and hence G' = <P (G), 
where <P (G) is the Frattini subgroupl7 of G, the intersection 
of all the maximal subgroups of G. 

This structure to G is quite restrictive and specifies G. 
We recall the following definition and lemina. 17

•
18 

Definition 1: A group is ap group if every element of the 
group except the identity has order a power of the prime p. A 
P group E, such that IE I = pi + 2k is known as extraspecial if 
E' = <P(G) = Z(E) = Cpo 

Lemma 2: Let E be an extraspecial subgroup of the p 
group P, such that [P,E] ~ Z (E). Then P = E 0 Cp (E). 

Here (and throughout) 0 means the central product of 
two groups: that is, the direct product with centers identi­
fied. (This is distinct from the Kronecker product, which is 
mistakenly described in Salingaros.9,10 Also, CG (E) denotes 
the centralizer of E in G. In the case when n = 2m, our group 
Gis extraspecial. Further, we have for n = 2m + 1, 

[G,E] ~ [G,G] = G' =Z(E), IE 1= 22m + 1, 

and so the conditions of the lemma are satisfied. Thus when 
n is odd the group G is a central extension of an extraspecial 
group. In particular 

To complete the specification of G we need to know 
more about the extraspecial groups E. We recall l9

,20 that 
there are two nonabelian p groups of order p3, each being 
extraspecial. In our case, these are the dihedral and quater­
nion groups of order 8, denoted D and Q, respectively, 
throughout this paper. Further, every extraspecialp group is 
the central product of these two nonabelian p groups. If 
PI, ... ,P mare extraspecial p groups of order p3 then, up to 
isomorphism, there is only one central product of PI,. .. ,P m' 
with center of order p. This is extraspecial of order p2m + I 

and denoted PI 0 P2 0 ... 0 Pm. We can talk therefore about 
the central product of PI, ... ,P m' How many different extra­
special groups of order p2m + I are there? For the case p = 2 
we are considering, the answer to this is given by the follow­
ing theorem.2o 

Theorem 3: Let Em be an extraspecial two-group of or­
der 22m + I . Then there are two types of isomorphism classes 
of such groups, namely the following . 

(a) Em + , the central product of m dihedral groups D. 
This possesses maximal abelian normal subgroups of type 

(4,2, ... ,2) and (2,2, ... ,2): 
m-I m+1 

(b)Em_, the central product of(m - 1) dihedral groups 
D and one quaternion group Q. This possesses maximal abe­
lian normal subgroups of type (4,2, ... ,2). 

m-l 
This theorem is readily proven once the following equi-

valences are established: 

(9) 
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Qo Q~DoD, (10) 

Q ° C4~D ° C4~C4XC2XC2' (11) 

Bringing these results together, the group G we are in­
terested in belongs to one of the following five classes: 

ifn=2m, G=Em+ or Em_, (12a) 

ifn=2m+1, 

G = Em ° C4 or G = Em± ° (C2XC2) = Em± XC2• 

(12b) 

Here the two classes of (12a) are those given by Theorem 3. 
The odd case uses (8)-(10) for the first possibility; the second 
two possibilities are shown by direct calculation. We note 
that when n = 2m + 1, the class of extraspecial factor does 
not matter if the center is C4 • 

Thus far we have identified the groups G associated 
with a Clifford algebra as being one of five classes. We must 
now determine which class is associated with a given signa­
ture and algebra C,S . This is done in the following section. 

III. CLASSIFICATION OF THE GROUPS 

In the last section we associated a finite two-group with 
a Clifford algebra C,S . This group was one of five canonical 
forms (12) and the purpose of this section is to provide a 
simple way of determining which type of group we have, 
solely from the signature of the metric (2) used in the alge­
bra's construction. The method of classification is based 
upon a quadratic form defined by the group. This method 
simplifies previous enumerations,IO where the group was 
constructed from a knowledge of the orders of the elements. 
Another advantage of this method is that the periodicities 
associated with a Clifford algebra may be clearly seen. 

The steps involved in this classification are as follows. 
First we shall use the group to define vector space and a 
quadratic and bilinear form, which act upon this. Then we 
shall decompose this vector space into a pairwise direct sum, 
noting how the quadratic form so changes. Associated with 
each pair we can attach a group, and overall we have their 
central product. We conclude the section with an example. 

We now associate a quadratic form with our group. Be­
cause 4> (G) = G', thecommutatorquotientG /G' iselemen­
tary abelian and this may be naturally regarded as a vector 
space V" over the field F2 of two elements.21 If 

x = (a;l,a~, ... ,a~·)e G /G', then associated with this is the 
vector (i1,i2, ... ,in ) where ij = 0,1. Here, V" is equipped with a 
quadratic form q and a bilinear form f given by (with 
x,y,ze G) 

q(x) =0, wherex2 =C a
, (C)=G', (13) 

f(x,y) = b, where [x,yJ = C b
• (14) 

It is verified that q is well defined, and using 

(xy)l' = X PYP[X,y-l](1I2)P(P-l), 

we get 

q(xy) = q(x) + q(y) + f(x,y), 

(15) 

(16) 

q(xyz) = q(x) + q(y) + q(z) + f(x,y) + f(x,z) + f(y,z). 

(17) 
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These hold because G' ~ Z (G) and so the following commu­
tator relations are true, 

Lemma 4: ForG' ~Z(G) 

[x,xz] = [x,z], 

[x,yz] = [x,y][x,z], 

(18a) 

(18b) 

[x,xyz] = [x,y][x,z], (18c) 

[xy,xz] = [x,z][x,y][v,z]. (18d) 

From the defining relations (4) of G, we have 

f(r;,Fj ) = 1, i=/=j, (19a) 

q(F;) = 1, i>r. (19b) 

We now proceed to decompose the vector space pair-
wise, such that vn = V2 ® vn - 2, and see the effect on the 
quadratic form q and bilinear form! Let r 1,r2, ... ,rn be the 
natural basis of Vassociated with the r;. Then if we take as 
our basis of vn - 2,l'l'21'j,j = 3, ... ,n, the lemma gives 

f(l'l,l'll';rj ) = f(1'2,l'l'2Fj) = 0, 3 9 ~ n, (20a) 

f(l'l'21'j .l\F2F k ) =f(lj,l'k)' (20b) 

Therefore the bilinear form f is left unchanged, while the 
quadratic form upon using (19) and (20a) becomes 

q(/'l'21'j) = q(Fd + q(1'2) + q(1'j) 

+f(1'1,1'2) +f(1'2,lj) +f(1'1,lj) (21a) 

= {
q(Fj) + 1, if q(Fl) = q(F2), 

q(rj ), if q(1'd=/=q(F2)' 
(21b) 

Thus setting (I,m) = (q(1'l)' q(F2))' an initial (0,1) leaves the 
quadratic form on vn-2 unchanged, while (1,1) or (0,0) 
changes the remaining q's. 

Continuing the procedure, we decompose vn pairwise 
until we are left with no elements (n even) or a single element 
(n odd) remaining. According to the quadratic form on these 
orthogonal subspaces we may associate a group: 

(i) (0,0) and (0,1) yieldD, 

(ii) (1,1) yield Q, 
(iii) (0) gives C2 X C2 = V, 
(iv) (1) gives C4 • 

These identifications come from our choice of signs for G, 
and by applying q andfin the manner described. Here, Gis 
the central product of the groups that appear in this decom­
position. 

Some comments on this procedure are in order. First, 
the independence of the order of the basis of V (and so the 
order of the O's and l's in our precription) is reflected in the 
isomorphisms (10) and (11). Second, when n is even, the re­
sulting groups are the two extraspecial two-groups. These 
correspond to the two possible nondegenerate quadratic 
forms22 over F2• We have20 

(a) if Em + =D1 oD2 0 ... ° Dm 

and 
D; = (A;,B;IAf=B1=E,A;B; =B;-IA;), 

then 

q(A ~' B~I A ;2 Bi· .. A :: B;;) = rlsl + rzS2 + ... + rmsm' 

(b) if Em_ =D1 oDzo ... oDm _ 1 0Q 
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and 

Qm = (Am,Bm), 

then 

q(A ;' lJ ~' ... A :: lJ:;) 
=rlsi + ... +rm_lsm_ 1 +r.n +rmsm +s~. 

The space V constructed from Em + ,Em _ , with/as its fun­
damental fonn, is a symplectic space. When n is odd we have 
a degenerate quadratic fonn. The last entry in this case cor­
responds to the..::l constructed earlier (6) which squares either 
to + lor - 1. 

Third, we have from DoD = Q 0 Q, the periodicity 

(22) 

where GM is the group corresponding to CM. Finally, be­
cause combinations of four a's or four l's may be separated 
out without effecting the quadratic fonn on the remaining 
space, we never need consider combinations of more than 
three a's or three l's. All the possible groups are readily 
enumerated. We have 

(23) 

This modulo 4 periodicity changes the extraspecial group 
structure. There is the modulo 8 (or Bott periodicity) which 
preserves the extraspecial group structure: 

GP+ 8,q = GM+ 8 = DoD 0 DoD 0 GM, (24) 

where G P + 8,q and G p,q are of the same ( + , - ) extraspecial 
group isomorphism class. Furthennore, we have the period­
icity 

(25) 

The periodicities [(22H25)] have long been known in the 
study of Clifford algebras (see, for example, Porteous23 and 
references therein); in the context of these finite groups, Sa­
lingaros9 also noted them. It is perhaps useful to note that 
these periodicities are by no means limited to Clifford alge­
bras or these extraspecial groups. In the context we are 
working, they evidence a more general structure, the 
Brauer-Wall group.24 For their application to Clifford alge­
bras, we mention the work of Lounesto.25 Collecting the re­
sults of this section, we have the following classification. 

Lemma 5: The group G ',n - , (4) associated with the al­
gebra C ',n - , is 

(a) if n = 2m, it is Em + , when r - m=O,l mod 4, 

Em _ , when r - m==2,3 mod 4; 

(b) ifn = 2m + 1, it isEm+ XC2, when r - m=l mod 4, 

Em _ X C2, when r - m=3 mod 4, 

Em 0 C4 , when r - m=0,2 mod 4 . 

Table I gives the group structure associated with a given 
metric along with infonnation about their representations, 
which is the subject of the next section. We conclude this 
section with an example. 

Example: We detennine the group structure of G4
,I as­

sociated with a metric (2) gij = diag. (+ + + + -). The 
quadratic fonn (13) is (0,0,0,0,1). Upon decomposition this 
gives 

(0,0,0,0,1) = (0,0) ® (1,1,0) = (0,0) ® (1,1) ® (1), 

which gives the group structure 

G 4
,I = D 0 Q 0 C = E2 0 C. 

IV. REPRESENTATIONS 

In this section we shall study the representations26 of 
G M. The representations of degree greater than one are re­
presentations of the algebra C M; this enables the possible 
representations of the algebra-the gamma matrices-to be 
quickly classified. We firstly classify the irreducible repre­
sentations of G and then describe their inductive construc­
tion, making contact with the work of the previous section. 
After this we derive the conditions for a representation to be 
either pure real or imaginary. The latter is of physical impor­
tance and will be used in the next section; it also will enable 
us to describe generally the group Gin tenns of the orders of 
its elements. We conclude this section by showing the group 
G p,q is simply reducible, reflecting the underlying spin 
group. 

First we note that a representation of G can always be 
taken to be unitary, because G is finite. Thus the representa­
tion matrix of g is either Hennitian or anti-Hennitian ac­
cording to whether g2 = 1 or g2 = - 1. The number of lin­
ear or one-dimensional representations of G is given by 

TABLE I. The group Gr .• -r = (F, ..... F •• - IIF; = (- If = 1 i9;rJ = - Ij>r;[F;.Fj 1 = - 1. i#j,[ F;. -1] = I) in terms of its extraspecial 
structure. and its representations. r.i. - means there exists a pure real. imaginary. or only mixed representation. E ± are the two distinct extraspecial groups 
of the appropriate order. C ==C4 • V"'" C2 X C2• EC means the central product of E and C. Eo C. E ± 0 Ver.E ± X C2• 

~ 
2 3 4 5 6 7 8 9 10 11 

0 Vr E+r EC- E_- E_V- E_i ECi E+r E+Vr E+ r EC-
1 Ci E+r.i E+Vr E+r EC- E_- E_V- E_i ECi E+r E+Vr 
2 E_ i ECi E+r.i E+Vr E+r EC- E_- E _V- E_i ECi 
3 E_V- E_i ECi E+r.i E+Vr E+r EC- E - E_V-
4 E - E_V- E_i ECi E+r.i E+Vr E+ r EC-
5 EC- E_- E_V- E_i ECi E+r.i E+Vr 
6 E+r EC- E_- E_V- E_i ECi 
7 E+Vr E+r EC- E_- E_V-
8 E+r E+Vr E+r EC-
9 ECi E+r E+Vr 

10 E_i ECi 
11 E_V-
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[G:G'] = 2"- I . This, together with the class equation (26) 
determines completely the dimensions ny'ofthe vth irreduci­
ble representations: 

IGI = ? n~. (26) 
conjUgacy 
classes v 

Using the results of Sec. II, we have (a) for n = 2m (i.e., 
G extraspecial) there is one nonlinear irreducible representa­
tionofdegree2m;and(b)forn = 2m + 1 [i.e.,G =Eo ZIG)] 
there are two nonlinear irreducible representations of degree 
2m. 

Thus for even space-time dimensions there is only one 
type of spinor, while for odd dimensions there are two dis­
tinct types. Because, for geZ (G ), g and - g are in the same 
conjugacy class, the characters of g vanish for these nonlin­
ear representations: that is, they are represented by traceless 
matrices. These results are expressed in the following 
theorem (Dornho1f'9). 

Theorem 6: Let G = E 0 Cp k, where E is extraspecial of 
order p2m + I . Then G has exactly the following irreducible 
complex characters: (i)p2m + k I = [G:G'] linear characters; 
and (ii)pk - pk - I faithful irreducible linear characters Xi of 
degree pm, which vanish outside Cpk and satisfy 
Xtle k = pmAjI whereAt is a faithfullinearcharacter ofZ (G). 

p 

Such a group, whose characters vanish outside of Z (G ), 
is sometimes known as central. For even dimensions all the 
gamma matrices are traceless, apart from 
X,(I) = - XI( - 1) = 2m

• In odd space-time dimensions, 
X;(.d l is nonzero and is either ± 2m or ± i2m

, according to 
whether Z (G) is either C2 X C2 or C4 • [Note: the representa­
tions of G = E 0 (C2 X C2l = E X C2 are just the direct pro­
duct of the representations of E and C2.] This structure of the 
representations reflects the isoclinism of the groups of fixed 
dimension. Before describing the reality properties of the 
irreducible representations of G, we comment on their con­
struction and relation to the previous section. 

Given a group G ',n -, we may embed this in either 
G ',n + I - , or G' + I", corresponding to whether we add an 
extra generating element that squares to - 1 or 1, respec­
tively: that is, adding a 1 or 0 to the quadratic form. Schema­
tically this is shown in Fig. 1. Two cases must now be distin­
guished between, according to whether n is even or odd. 

Case 1: n even. Here we have only one representationDI 

of G. In this we have D(.d) = D(F,)···D(r,,) with 
D (.d )2 = ( - 1 )(n(n + 1)/2) - '. We may now choose 
D ± (F,,+ I) = ±D(.d lor ± iD(.d )accordingtowhetherwe 
wish r; + 1 = + 1 or ( - 1). The choice of ± corresponds 
to the two inequivalent representations of G odd' The period­
icity modulo 4 is reflected in the choice of ± D (.d) or 
± iD (.d). If we choose ± D (.d) to go from G ',2k - r to 

Gr+ 1,2k ',we must then choose ± iD(.d) to go from 
G' + 2,,, - , to G r + J,n '. This is shown in Fig. 2. 

Case 2: n odd. In going from G2m + I to G2m + 2' we are 
able to use the induced representation of G2m + I in G2m + 2 • 

Gr,n-r ) Gr+l,n-r 

FIG. 1. Extensions of Gr.- - '. 
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cr,n-r _~ cr+1,n-r ------} c r+2,n-r ---t cr+s,n-r 

±LD(A) ±)(A) 

n-r~O D ~ !loe ) DoQ ) DoQoV 

FIG. 2. Periodicities in adjoining elements to the representation G r,_ - r, for 
neven. 

We have, if H <lG and G = U Hx; for some (x; J a cross x, 
section of G / H, that the matrix 

[
D(XEg XE I

) 
A(g)= 

D(X"gxE I
) 

D (xEg x; I)] 
D(Xngx,,-') 

forms a representation of G, where D is a representation of H 
and D (.v) = 0 for yeH. In our case we have 

A (g) = [D(g) 0], o -D(g) geG2m +l , gElZ(G2m + 2 ), 

and 

according to whether r~m + 2 = ± 1. This representation is 
seen to be irreducible by Schur's lemma, as the only matrices 
which commute with all the elements of the group are multi­
ples of the identity. It is readily seen that the other possible 
choices of A (F2m + 2) are equivalent to this. Denoting equiv­
alence by -, then 

[; 1 ~]-[; 1 
-1]_[ 0 i]_[ 0 -i] 
o =Fi 0 ±i 0 . 

Within this representation 

A (.d 2m +2) = [ ± D(.d~m + II17 
D (.d 2m + 1 )17] 

o ' 
with 17EC· suitably chosen. This procedure again has an al­
ternating choice of the ± sign reflecting the modulo 4 peri­
odicity. 

The connection between the possible representations 
formed in these two cases is contained in the following 
lemma, which may be proven straightforwardly. 

Lemma 7: We have equivalent representations by (i) 
first adjoining D 2(.d 2n + d = 1 and then A 2(r2n + 2) = - 1, 
and (ii) first adjoining D 2(.d 2n + d = - 1 and then 
A 2(r2n + 2) = 1. Thus the diagram in Fig. 3 is commutative, 
giving equivalent representations for G r + 1,2n - ,+ I. 

The constructions just given interpolate between the 
usual representations of the gamma matrices inductively de­
fined for even space-time dimensions.7 The procedure for 
forming the representations clearly shows the modulo 4 peri­
odicity observed from the study of the associated quadratic 
form. 

We now discuss the reality properties of the representa­
tions of G r,n - " which enables us to give a general classifica-

) Gr+I ,2n-r 

~(r2n+2)~ -I 

___ --7) Gr+1 ,2n-r+l 

L 
A IrZn+2)=1 

FIG. 3. Independence ofthe path, a representation is induced. 
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tion of the groups G ',n - 'in terms of the orders of their ele­
ments. For the complex irreducible character X; of a finite 
group G, we have that 

1 
vU';)=iGT Iljtg2) 

{

I, 

= -1, 

0, 
ifX; =X; 
ifX;#X; 

and 

and (27) 

Here SRU';) denotes the Schur index l9 of Xi over R. The 
representation D i corresponding to the character X; , is real if 
andonlyifSRU'/) = 1. [WhenSRU';) = - 1, we have a sym­
plectic representation.] This leads to the Frobenius-Schur 
theorem. 28 

Theorem 8: Let G be a finite group and 
IG = XI,X2"",Xh the irreducible complex characters. With 
vU';) defined in (27) we have (i) for any gEG, let 
t(g) = I {XEG Ix2 =gll, then 

h 

t(g) = L vU';)X;(g); 
;=1 

and (ii) the number of elements of order 2 in G is 
h h 

L vU';)X;(l) - 1 ~ LX;(I) - 1. 
;=1 ;=1 

Equality holds if and only iflR is a splitting field for G. 
Dornhoffl9 uses this theorem to characterize extraspe­

cial two-groups in terms of their involutions. We generalize 
this slightly to cover the possible G arising here: this extends 
the explicit calculations ofSalingaros9 giving a general char­
acterization of G. 

Corollary 9: (i) Em + contains exactly 22m + 2m 
- 1 

nontrivial involutions, and vU' ) = 1 for the 2m -dimensional 
representation. 

(ii) Em _ contains exactly 22m 
- 2m 

- 1 nontrivial in­
volutions and vU' ) = - 1 for the 2m-dimensional represen­
tation. 

(iii) G = Em 0 C2k , k~ 2, contains exactly 
22m + k- I _ 1 nontrivial involutions and vU';) = 0 for the 
2m -dimensional representations, i.e., they are complex. 

Parts (i) and (ii) are an application of the Frobenius­
Schur theorem (see Ref. 18). Part (iii) comes from Theorem 6, 
which says A; #A/, as A; is faithful, and so the only real rep­
resentations are the one-dimensional ones. This is then used 
in Theorem 7. 

Corollary 9 enables us to classify the groups in terms of 
the orders of their elements, as an element is either an involu­
tion or of order 4. The group G = Em X C2 has characters 

which are the products ofthe characters of Em and C2, and 
so their reality depends solely on that of Em. Table II sum­
marizes these properties of the group G: the reality of its rep­
resentations, and the orders of its elements. 

We conclude this section by showing the group G is 
simply reducible29 for n = 2m. This reflects the underlying 
spin group and enables one to calculate the 3j and 6j symbols 
for these groups in terms of our finite group G (Braden30 and 
de Vries31

). A group is simply reducible if(i) every element of 
G is equivalent to its inverse and (ii) the Kronecker product 
of two irreducible representations of G contains each irredu­
cible representation no more than once. We have shown con­
dition (i) true for the case n = 2m in Sec. II; this means all the 
characters are real and the representation is either integral or 
half-integral. Condition (ii) is also called "multiplicity-free," 
and we now show this is the case for both n even and odd. 

It is useful to label the one-dimensional representations 
of G. A convenient choice is the following: if X/is the charac­
ter of ( 1/), then it is given by 

X/(rB)1 =rBrA(rB)-I(FA)-I. (28) 

Being in the commutator subgroup, the right-hand side is 
± 1. Here.r' is some element of a basis of gamma matrices, 

say r P1
···

P
,. The right-hand side of(28) shows that if rP1EF B , 

it anticommutes with all those,u,EA different from,uj. Thus 

XA (rB) = II ( - 1 to. p'. inA dilferentfrompj = XB(r A). 
pJEB 

(29) 

We see that (28) labels distinct representations as follows. 
Suppose XA(g) = XA,(g), gEG. Then r A-I rA,EZ(G). Now 
for a one-dimensional representation, the center is trivial 
and so rA = rA I. With definition (28) we have 

XA (g)XB(g) = XA -'B(g)· (30) 

Consider now the tensor product of two irreducible rep­
resentations D (P),D (V); call it D (pxv). Then we have 

D(PXV)(g) = LaCTD(CT)(g), (31a) 
CT 

(31b) 

When D (P) is one of the 2m-dimensional representations of G, 
(3tb) is readily solved. Theorem 6 tells us the sum vanishes 
outside of G '. The case when we have two one-dimensional 
representations is aided by (30). Upon solving the 2d + 1 

TABLE II. G = (l,a,h ) has a nontrivial involutions and h elements of order 4. m > O. 

G 

618 

(I,a,h) 

(I,22m + 2m _ 1,22m _ 2m) 
(I,22m _ 2m _ 1,22m + 2m) 
(I,22m + , _ 1,22m + ') 

(I ,22m + '+ 2m +' _ l,22m +' _ 2m + ') 

(1,22m +' _ 2m +' _ 1,22m +' + 2m + ') 
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Type of the 2m 

dimensional of 
representations 

Real 
Symplectic 
Complex conjugate 
pair 
Two real 
Two symplectic 
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( + 2, for d odd) equations (31 b) we find, using a straightfor­
ward notation, 

(IA ) ® (IB ) = (Ir •B ), 

(2m) ® (IA ) = (2m), 

(2m) ® (2m) = L (IA )· 

A 

(32) 

(33) 

(34) 

The sum in (34) is over all 22m A for n = 2m; when 
n = 2m + 1 the 22m + , possible A are restricted by 

XA(I) = _1]2XA (.J), with X2m(.J) = 1]2m. (35) 

The 2m-dimensional representation on the right-hand side of 
(33) is the same as that on the left-hand side. Lastly (32) 
reflects the orthogonality of the characters. In conclusion, 
(32H34) show that the group G is multiplicity-free. Thus Gis 
simply reducible when n is even, or in the odd case, when G 
has a direct product structure C2 XEm ± . 

V. APPLICATIONS 

One of the immediate uses of the classification scheme 
developed is to describe the possible representations of the 
Dirac matrices for a given metric. Using Tables I and II, we 
see that the metric (- + + +) admits a real representa­
tion; thus the symplectic representation of (+ - - -) 
may be taken to be pure imaginary. With the former metric 
the Dirac equation is 

(a + m)¢ = O. (36) 

A real representation of the Dirac matrices enables the Ma­
jorana condition to be implemented. Had we considered the 
metric (- + + + + +) however, our tables show rather 
that a pure imaginary representation exists. This means that 
the Majorana condition can be implemented only for mass­
less particles for such a metric. 

We have also, that for the even-dimensional space-time 
with equal numbers of spacelike and timelike directions, 
both pure real and imaginary representations exist. This fol­
lows from our analysis of G n

,,,, which is obviously D, 0 

D2 0 ••• 0 D". From this we see that the group G 2",0 has a 
representation in which all the gamma matrices are Hermi­
tian,32 half being real (symmetric) and the other half being 
imaginary (antisymmetric). 

The case of odd dimensions is a little different. Our 
analysis tells us immediately the type of representation asso­
ciated with a given metric, but now there are two nontrivial 
irreducible representations. Given a representation D (Fj ) of 
r;, the representation resulting from D (rj) is inequivalent to 
this. Similarly, the representation given by D *(F;) is some­
times equivalent to D (r; ) and other times not: this reflects 
whether the group is E ± X C2 or Eo C4 , the latter having a 
pair of complex conjugate representations. Other represen­
tations may be obtained from D (r; ) of F j , by transposition, 

h (F; ), and Hermitian conjugation, D t (Fj ). Table III, show­
ing conditions of equivalence of these representations, is 
readily obtained by examining the properties of D (.J ), which 
by Schur's lemma is a scalar mUltiple of the identity. To 
illustrate the odd-dimensional case, consider the metric 
(+ - -). Table I shows this is associated with the group 
E 0 C and so has a pair of complex representations. The met­
ric (- + +) has a pure real representation and so 
(+ - -) has a pure imaginary one; the other inequivalent 
representation is here the complex conjugate of this. The 
Majorana condition can be implemented here. 

The Weyl condition reflects itself in the symplectic 
structure associated with the group; when the dimension is 
even we can decompose the attendant vector space into two 
equal parts. This is clearly seen in the representation theory, 
where A (r;) for 1 ~ i ~ n - 1 acts on two orthogonal sub­
spaces. We may now ask about applying both Weyl and Ma­
jorana restrictions together when this is possible, i.e., those 
even-dimensional spaces which have either a pure, real, or 
imaginary representation. Two cases arise. First, that where 
the restrictions are equivalent. For instance (- + + +) 
has a real representation, as does (- + +). The second 
possibility arises when the reduced space has no pure repre­
sentation properties to be implemented. This case then yields 
independent restrictions. For example, the ten-dimensional 
space whose metric has one minus has a real representation, 
while the restricted nine-dimensional space with one minus 
has an imaginary representation. These different representa­
tion properties lead to separate and distinct restrictions. For 
a Lorentz signature, this gives the usual result of a Weyl­
Majorana restriction holding for n = 2 (modulo 8).33 Such 
results are of use in supersymmetry today.34 

One final application comes from Table II, which char­
acterizes the orders of the group elements. The unitarity of 
any representations means D t(Fj) = ± D (r;) according to 
whether F 7 = ± 1. Table II tells us how many D t (g) = D (g) 
[and similarly D t (g) = - D (g)); the number is just the num­
ber of elements of order 2. If we have a pure real (imaginary) 
representation, then this is just the number of symmetric 
(antisymmetric) matrices. The number of symmetric matri­
ces of degree 2 is obviously 2V(2V - 1)12 + 2V = H22v + r] 
which is halfthat given in the table. The factor of two comes 
because D (rj) and - D (Fj) count as separate elements in 
the group. Similar applications of Table II tell us the number 
of symmetric and antisymmetric matrices in the chosen rep­
resentation. This connects the periodic group structure with 
the periodicities observed in these symmetry properties of 
the representation. 35 

VI. CONCLUSIONS 

A new and direct method of classification of the finite 
groups associated with a Clifford algebra has been present-

TABLE III. Equivalence among representations of G '.n - , for n odd. D (r,) and - D W,) are always inequivalent. 

n=4k+ 1 
n=4k+3 

619 

rodd 

D W,),D *(r, ).D W, ),D t(r,) 
D (r,). - D *(r,). - D (r,),D t(r,) 
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reven 

D W,). - D *(r,),D W,). - D t(r,) 
D(r,),D*(r,). -D(r,J. -Dt(r,) 
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ed, and some of their general properties described. This 
group is useful in examining the representation properties of 
gamma matrices, and so the behavior of spinors in spaces of 
arbitrary dimension and signature. The classification high­
lights the periodic properties observed and provides new 
characterizations of the representations and group involved. 
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We study the Hamiltonians for nonrelativistic quantum mechanics in one dimension, in terms of 
energy forms Sldl/dxl2 dx + SI 112 d (f.l - v), wheref.l and v are positive, not necessarily finite 
measures on the real line. We cover, besides regular potentials, cases of very singular interactions 
(e.g., a particle interacting with an infinite number of fixed particles by "delta function potentials" 
of arbitrary strengths). We give conditions for lower semiboundedness and closability of the above 
energy forms, which are sufficient and, for certain classes of potentials (e.g., f.l - va signed 
measure), also necessary. In contrast to the results in other approaches, no regularity conditions 
and no restrictions on the growth of the measures f.l and v at infinity are needed. 

I. INTRODUCTION 

In this paper we discuss self-adjointness and lower se­
miboundedness of Hamiltonians, which are formally given 
by - (d 2/ dx2

) + f.l, where f.l is a (neither necessarily finite 
nor necessarily positive) Radon measure on lIt Such Hamil­
tonians have been introduced in the physical literature for 
the description of singular interactions, e.g., point interac­
tions (the case f.l a sum of delta functions), and in problems of 
solid state physics, nuclear physics, and electromagnetism 
(see, e.g., the reference given in Ref. 1; see also, e.g., Refs. 2-
8). There are various mathematical definitions of - (d 2/ 
dx2) + f.l. (See Refs. 2, 3, 6, and 9-11.) 

If the energy form 12 

L I f'(xW dx + L I f(xW df.l(x) 

is lower semibounded (l.s.b.) and closable, the Hamiltonian 
- (d 2/ dx2) + f.l can be defined as the self-adjoint operator in 

L 2(R,dx) uniquely associated with this form, for this ap­
proach to self-adjointness brings into question previous 
works (see, e.g., Refs. 11,13). Thus the question arises, when 
is the above energy form l.s.b. and closable. Both properties 
are also important because lower semiboundedness is an 
expression of stability for the physical system, and closabi­
lity is necessary for any determination of the dynamics. 

First, we suppose that f.l is a positive (Radon) measure 
on lIt Then the energy form 

L I f'(xW dx + i I l(xW df.l(x) 

is closed if f.l is regular [i.e., df.l = V dx, for some 
VEL foe (R,dx)] of if f.l is finite, since in the former case the 
form 

L If(xWdf.l(x) = L I l(xWV (x)dx 

is closed, and in the latter case f R If(xW df.l(x) is infinitesi­
mally form-bounded with respect to f R I f'(xW dx (see Ref. 
11). But in general, if f.l is neither a finite nor regular Radon 
measure on R, the form f R I/(xW df.l(x) is neither closed nor 
bounded with respect to f R I 1'(x)12 dx. We show that even in 
this case the form 

L I f'(xW dx + L I l(xW df.l(x) 

is closed. (See Theorem l(a).) Thus, for arbitrary positive 
Radon measures f.l on R, we can define a self-adjoint opera­
tor - (d 2/ dx2) + f.l. Moreover, we show that monotone con­
vergence from below of positive measures f.ln implies conver­
gence of the Hamiltonians - (d 2/dx2) + f.ln in the strong 
resolvent sense. (See Theorem l(b).) 

Next, we consider perturbations of the free Hamilton­
ian by arbitrary, not necessarily positive, Radon measures. If 
f.l - v is a signed Radon measure, or if f.l. v are positive Ra­
don measures and f.l is finite on an E-neighborhood of the 
support of v, we give a necessary and sufficient condition in 
order that the energy form 

LIf'(XW dx + L I/(xW d (f.l - v)(x) 

is I.s.b. and closed. (See Theorem 3(b).) 
For arbitrary positive Radon measures f.l,v on R, we 

show that the energy form 

L If'(xW dx + L I f(xW d (f.l - v)(x) 

is I.s.b. and closed ifR can be written as the disjoint union of 

intervals In so that inf lIn I > 0 and sup y(In ) < 00, where I I 
"eN neN 

means Lebesgue measure, (See Theorem 3(a).) Thus, to show 
that 

L If'(xW + L If(xWd (f.l - v)(x) 

is l.s.b., only a local estimate of v is needed. Under the stron­
ger assumption of regular measures f.l, v a similar result (in 
the multidimensional case) has been given in Ref. 14. 

Let f.l, v be positive Radon measures so that support f.l 
n support v = 0. Then the Hamiltonian - (d 2/ dx2) - v is 
not I.s. b. if, for some compact set K, v( {y + x IY E K J ~ 00 as 
x~ ± 00, and one might expect that - (d 2/ dx2) + f.l - v is 
not l.s.b., too. But we shall see that even in this case the 
operator - (d 2/dx2) + f.l- v can be l.s.b. and self-adjoint, 
i.e., the potentials f.l and v can "cancel out" each other 
though their supports are disjoint. (See Theorem 4 and ex­
ample 2.) 
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In Theorem 2 we give an explicit description ofthe Ha­
miltonian - (d 21 dx2) + J.t, associated with the energy form 

ilf/(XW dx + ilf(XW dJ.t(x). 

The results of this paper extend some of the results in 
Ref. 3. We refer to the latter work for some further examples 
and discussions. All results in this paper are formulated for 
Hamiltonians defined in L 2(R,dx); however, they extend 
easily to the case where R is replaced by any open subset D of 
R with the cone property (i.e., such that there is an € > 0, so 
that for any xED, [x - €,x] CD or [x,x + €] CD), and Dir­
ichlet boundary conditions are chosen. 

II. THE SCOPE OF THE HAMILTONIAN - (d 2/dxl) 
+J.t-v 

Let J.t be a positive Radon measure on lIt We define a 
quadratic form Pp with domain D (Pp) on L 2(R,dx) by 

D (Pp) = H 2.1(R)nL 2(R,dJ.t), 

with H 2,I(R) the space of L 2 functions with (generalized) L 2 

derivatives, and 15 

Pp(f,g) = if*(x)g(X)dJ.t(X), 

for allf,g E D (Pp )' 
The energy formEp is defined by Ep = Eo + Pp , where 

D (Eo) = H 2,I(R), 

Eo(f,g) = ir*(x)g/(X) dx, f,g E D (Eo)· 

It is well known that the free (kinetic) energy form Eo is 
closed. 

If the Radon measureJ.t is finite, the quadratic form Pp 
is infinitesimally form-bounded with respect to Eo (in the 
terminology of Ref. 6) since, by Sobolev's inequality, for any 
a > 0, there is a number b so that 

(1) 

for anyfEH 2
•
1(R). Thus, by the Kato-Lax-Milgram-Nel­

son (KLMN) theorem (see Ref. 6), Ep is closed. 
If J.t is an arbitrary positive Radon measure on R, we can 

choose an increasing sequence IJ.tn 1 of finite positive Radon 
measures on R, so that a functionfis J.t-square integrable if 
and only if it is J.tn -square integrable for any n EN, and 

sup r If(xW dJ.tn (x) < 00. 
nEN JR 

For example, set J.tn = XKn' J.t, where X means characteris­
tic function and {K n 1 is a sequence of compact sets increas­
ing to R). Then Ep is the monotone limit form of the forms 
EPn' i.e., 

E,,(f,g) = lim E"Jf,g), f,gED(E,,). 
n-oo 

(The limits exist by polarization.) 
Thus, by a theorem of Kato13 and Simon16 on mono-
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tone sequences of positive closed quadratic forms, Ep is 
closed. It is easily seen that the space C o(R) of infinitely 
differentiable functions of compact support is a core of Ep . 
Thus we have proven part (a) of the following theorem. Part 
(b) of Theorem 1 shows that monotone convergence from 
below of positive measure-valued potentials J.tn implies con­
vergence (in the strong resolvent sense) of the Hamiltonians 
-(d 2Idx2)+J.tn. 

Theorem 1: 
(a) Let J.t be a positive Radon measure on lIt Then the 

energy from Ep , defined by 

D (Ep) = H 2,I(R)nL 2(R,dJ.t), 

E,,(f,g) = if'*(X)g'(X)dX 

+ if * (x)g(x)dJ.t (x), f,gED(Ep), 

is closed on the Hilbert space L 2(R,dx), and C o(R) is a core 
of this form. 

(b) Let IJ.tn 1 be an increasing sequence of positive Ra­
don measures on R, so that SUD J.tn (B) = J.t(B) for any Borel 

nEN 

set B. Let H"n,H" be the positive self-adjoint operators in 
L 2(R,dx) uniquely associated with the energy forms E". ,E". 
Then H ". ~H", n~ 00 in the strong resolvent sense. 

Proof of (b): By hypothesis, Ep is the monotone limit 
form of the EPn' Thus (b) follows from Theorem 3.1 in Ref. 
1~ • 

Let J.t, v be positive Radon measures on R. If the qua­
dratic form Ep - P" is l.s.b. and closable on L 2(R,dx) the 
energy form E" _" is defined as the closure of Ep - P". By 
the definition of E p - P" and E" _ ", we have 

Ep_,,(f,g) = ir*(X)g'(X)dX 

+ i f*(x)g(x)d IJ.t - v)(x), (2) 

for any f,g E D (Ep - P,,). However, in general there are 
functionsfin the domain of D (Ep _,,) which are neither J.t­
square integrable nor v-square integrable. (See example 2 
below.) Thus, in general there are functionsf,gED(Ep_,,) 
for which the right-hand side of (2) is not defined. But we 
shall see that (2) holds whenever f or g has compact support. 
(See the following, Lemma 1.) As an immediate consequence 
of this lemma, we shall prove that the l.s.b. self-adjoint oper­
ator Hp _", uniquely associated with the energy formE" _", 
is given by H p _" = - (d 21 dx2) + J.t - v [in the sense that, 
acting on a function J, we have H" _ " f = - (d 21 
dx2if + IJ.t - vlf, with the derivative, and IJ.t - vif to be un­
derstood in the distributional sense]. 

Lemma I: Let J.t, v be positive Radon measures on R so 
that the quadratic form E" - P" is l.s.b. and closable on 
L 2(R,dx) and let E" _" be the closure of E" - P". Let 
fED(E,,_,,) andgE Co(R). Then 

Ep_,,(f,g) = ir*(X)gI(X)dX 

+ if*(X)g(X)dlJ.t - v)(x). 
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Proof By the definition of EIl - v' we can choose a se­
quence { In} in the domain of Ell - P v' so that 
EIl-v(/n -f,ln -1)-0, n-oo, and In-f, n-oo in 
L 2(R,dx). Subtracting a subsequence if necessary, we may 
assume that {In} converges pointwise Lehe!!gue, a.e. on R. 
Let D be a nonempty open bounded interval on R with sup­
port gCD, so that {In} converges pointwise on the bound­
ary ofD. 

Suppose that SUD S D If ~ (xW dx = 00. Then, by Sobo-
nE1'; 

lev's inequality, and since the Radon measures fl, v are finite 
on the bounded interval D and the sequence {S D 1 In (x) 12 dx} 
is bounded, we have 

sup(f lf~(xWdx+ f I/n(XWd(fl-V)(X)) = 00. (3) 
nEN JD JD 
Letin be the continuous function, which equalsln on R\D 
and is affine linear onD. If any of the sequences {In (inf D)}, 
{In (sup D)}, [Sa lfn (xW dx), and [EIl - v(fn ,fn)} are 
bounded and (3) holds, it is straightforward to show that 

SUDSRlin(xWdx<oo and inf EIl-v(fn,fn) = - 00, 
neN neN 

which contradicts the fact that EIl - v is l.s.b. 

Thus we have proven that sup S D 1 I ~ (xWdx < 00. Thus 
nEN 

the sequence [In ~ D ) of the restrictions of the In on D is 
bounded in the Hilbert space (H 2.1(D ), ( , )s) with'inner pro­
duct 

(h,h )s: = L h '*(x)h (x)dx + L h *(x)h (x)dx. 

Thus, subtracting a subsequence if necessary, we may as­
sumethat[ln ~ D) convergesweaklyin(H 2.1(D),( , )s)(see 
Ref. 17). This implies that there is a subsequence [In}} of 
[ In } so that the sequence { h m ~ D }, with 
hm: = (l/m)l:j= 1 In) for any mEN, converges strongly in 
(H 2

•
1(D),( , Is) (see Ref. 17). Since hm ~ D-/~ D, m-oo 

strongly in L 2(D,dx), we get hm ~ D-I ~ D, m_ 00 strongly 
in (H 2

•
1(D ),( , ls). By Sobolev's inequality, this implies 

SUD Ihm (x) - I(x) 1-0, m_ 00. Thus 
XED 

EIl-v(/,g) = lim EI'_v(hm,g) 
m~oo 

= lim (f h;" *(x)g'(x)dx 
m-oo JD 

+ L hm * (x)g(x)d (;.t - V)(X)) 

= Lr*(x)g'(X)dX 

+ LI*(x)g(X)d(;.t - v)(x). 

The last but one step follows from gED(EIl -Pv), hm 
ED (Ell - Pv ) for any mEN and support gCD. • 

Theorem 2: Let fl, v be positive Radon measures on R so 
that the quadratic form Ell - Pv is l.s.b. and closable on 
L 2(R,dx)andletEIl _ v be the closure of Ell - PV ' LetH

Il
_ v 

be the l.s.b. self-adjoint operator in L 2(R,dx) uniquely asso-
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ciated with the energy form EIl - v' Then 

D(HIl - v )= {/ED(EIl_v)l( -I" 

+ (fl - Vlf)dist E L 2(R,dx)} , 

where ( -I" + (fl - Vlf)dist means the distributions 

g- LI*(X)( - g"(x))dx 

+ LI*(X)g(X)d(fl- V)(X),gE Co(R), 

and 

HIl-vl= (-I" + (;.t - Vlf)dist' 

for any IE D(HIl - v), 
Proof Let/ED(EIl _ v)' Lemma 1 yields 

EIl-v(f,g) = L (-I" + (fl- Vlf)*dist(X)g(x) dx, (4) 

for any g E C orR). Suppose that in addition 
( - I" + (fl - Vlf)dist E L 2(R,dx). Then (4) holds for any 
g E D (EIl - v), sinceC o(R) is a core of EIl- v (as is easily seen 
by the Theorem l(a)). This implies IED(HIl - v ) and 
HIl-vl= (-I" + (fl- Vlf)dist (see R~f. 13). Conversely, 
letl ED (H Il- v). Then there is a functionl E L 2(R,dx) so that 

EIl-v(/,g) = Li*(x)g(X)dX, 

for any gED(EIl _ v ) (see Ref. I}). By (4) and since Co(R) is 
dense in L 2(R,dx), this implies I = ( - I" + (fl - Vlf)dist· 

Remark: Hamilton operators, formally given by a per­
turbation of the free Hamiltonian Ho by certain distribution­
valued potentials, have also been discussed by methods of 
Dirichlet forms (in the multidimensional case) as follows. 
(See, e.g., Refs. 1,3, and 18).LetH(tp) be the self-adjoint oper­
ator in L 2(Rn ,q; 2 dx) uniquely associated with the Dirichlet 
form 

E(tp) (f,/) = f Igrad/(xWq;2(x)dx 
JR" 

v = ..1q; (x) (..1: = i iJ2
2
). 

q; (x) ;= 1 ax; 

In particular, results on closability of these Dirichlet forms 
E(tp) have been obtained. For example, in Ref. 3 we proved 
that the Dirichlet form E(tp) is closable on L 2(Rn ,q; 2 dx) if 
there is a closed set N of Lebesgue measure zero, so that for 
any compact set K C Rn \N, there is a strict positive number 
r(K) with q;(x»r(K) on K. This result has recently been ex­
tended in Ref. 19 (to which we refer also for a survey of 
known criteria for closability). 

Although in the one-dimensional case a necessary and 
sufficient condition is known in order that a Dirichlet form 
E(tp) is closable onL 2 (R,q; 2 dx) (see Refs. 20 and 21) and the 
correspondence between Dirichlet forms E(tp) on 
L 2(R,q; 2 dx)andenergyformsEIl onL 2(R,dx) is well known, 
too [namely, fl(x) = q; "(x)/q; (x)], in general it is difficult to 
decide by methods of Dirichlet forms whether, given mea-
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sures p, and v, the quadratic form E,. - P" is closable on 
L 2(R,dx), since one has to find a solution <p of the differential 
equation (p, - v)(x) = <p "(x)/<p (x). In general, this equation 
cannot be solved exactly. Thus, it seems to be desirable to 
have criteria in order that the quadratic form E,. - P" is 
l.s.b. and closable on L 2(R,dx), which only involve the mea­
sures p, and v. Such criteria will be given in the following 
section. 

III. CLOSABILITY AND LOWER SEMIBOUNDEDNESS 
OF ENERGY FORMS 

Suppose that the following condition is satisfied. 
(A) There is a sequence {In] of pairwise disjoint inter-

vals, so that R = u In' SUD v(In ) < 00, and inf lIn I > 0 
neN neN neN 

(where I I means Lebesgue measure). Then, by Sobolev's ine­
quality, for any a > 0 and n E N 

!~f.lf(xW<a 1.1f'(xWdX+b 1. lf(XW dX, (5) 

for any fE H 2.I (R) where the number b can be chosen inde­

pendent of n, since inf lIn I> O. By (5), 
neN 

ilf(xW dv(x)<~~g v(In)(aEo(J,f) 

+ b ilf(XW dx). 

Thus, the quadratic form P v is infinitesimally form-bounded 
with respect to the free energy form Eo. Thus, the KLMN 
theorem and Theorem l(a) yield part (a) of the following 
theorem. Part (b) follows from a simple computation. 

Theorem 3: Letp"v be positive Radon measures on R. 
(a) Suppose that condition (A) holds. Then the quadratic 

form E/.t - Pv is l.s.b. and closed on L 2(R,dx). 
(b) Suppose that p, - v is a signed Radon measure or 

that p,( {x Id (x,support v) < EJ) < 00, for some E> 0 (where d 
means distance). Let {In] be a sequence of pairwise disjoint 

intervals so that R = u In, inf lIn I > 0, and SUD lIn I < 00. 
neN neN neN 

Then the quadratic form E,. - P v on L 2(R,dx) is l.s.b. if and 

only if SUD v(In ) < 00. 
neN 

Remark: As mentioned in the Introduction, this result 
implies that - (d 2/ dx2) + p, - v, defined by the method of 
quadratic forms as the operator uniquely associated with the 
closed formE,. - Pv , is l.s.b. and self-adjoint, whenever the 
assumption (A), which only involves a local estimate for v, is 
satisfied. This extends a result of Ref. 14 to the case of mea­
sure valued potentials. 

As an application of Theorems 2 and 3, we give the 
following example, which extends a result of Ref. 5 on per­
turbations of the free Hamiltonian by infinite sums of delta 
functions to the case of strengths of both signs and not re­
stricted to be bounded. 

Example 1: Let {xn J, {mn ] be sequences in R, so that 
for some E>O, IXn -Xm I;;;'E, ifn#m. Let 

p,(X) = L mn <5(x - Xn ), 
m,,>O 
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v(X) = L mn <5(x - Xn ), 
m"<O 

where <5 means delta function. 

By Theorem 3, the quadratic form E/.t - Pv is l.s.b. if 

and only if inf mn > - 00. In this case E - P is closed 
neN f.L v 

on L 2(R,dx) (Theorem 3) and the energy form E,. _ v = E,. 
- Pv is given by 

D(E/.t_v)= {fEH2.
I
(R) Inti mnlf(XnW<oo}, 

E,._v(f,g) = if'*(X)g'(X)dX 

00 

+ L mnf*(xn)g(xn), 
n~1 

f,g E D (E,. _ v), 

Letf ED (E,. _,,). By Theorem 2,/ ED (H,. _ v) if and only if 
the distribution 

g-if*(X)( -g"(x))dx 
00 

+ L mnf*(xn)g(xn), gECO'(R), 
n~1 

is in L 2(R,dx). It is straightforward to see that this is equiva­
lent to 

f ~ R\. {xn In E NJ EH2.2(R\. {xn In E Nll, 
andf'(xn +) -f'(xn -) = mn f(xn) for any n E N. Thus, 
we have an explicit description of the functions in the do­
main of the Hamiltonian 

d2 00 

- - + L mn <5(· -xn ), 
dX2 n~1 

by boundary conditions at the singular pointsxn. Moreover, 
by Theorem 2, 

00 

H,.-vf=(-f"+ L mnf(xn)<5(·-Xn))dist· 
n~1 

Thus, H,._vf= - (f ~ R\. {xn In E Rll". 
We shall now prove a corresponding result under a con­

dition different from (A), which involves both p, and v,but 
allows, in contrast to assumption (A) of the preceding 
theorem, for arbitrary growth of vat infinity. 

Let Ibe a bounded interval on R. LetfEH 2.I (R). Sup­
posethatforsomenumberr>Owehavep,(I) - vII»~ - rlI I. 
Then we have the elementary estimates 

llf(XW dIp, - v)(x) 

>(p,(I) - v(I))inflf(xW 
xeI 

+ v(I)((inflf(x)\f - (suplf(x)I)2) 
xeI xeI 

> - r llf(x) 12 dx - 2v(I) llf'(x) IdxlI fll 00 

> - r 1 If(xW dx - 2v(I) II 11/2 

X (1 If'(xW dx )1I21IfII00. (6) 
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The last step follows from HOlder's inequality. Sobolev's ine­
quality and (6) yield that for any a> 0 there is a number b 
independent off and I, so that 

11 lf(XW d(l"- v)(x) I 
<r l lf(XW dx + ( aEo(f,f) 

+ b i If(xW dx )II 1'/2sup(v(/)"u(I)) , 

if II"(/) - vI/) I <rlI I. (7) 

Suppose now that there is a sequence (In J of pairwise 
disjoint bounded intervals and a number r, so that 

R = u In' II"(In) - v(I,,)I<rlln I, 
neN 

for any n e Nand 

f lIn 11/2 sup( I"(In ), v(In )) < 00. 

n=1 

We define a quadratic form Pp. _ v on L 2(R,dx) by 

D(Pp._v) =H 2
•
1(R), 

Pp.-v(f,g) = ntll/*(X)g(X) 

Xd(l"- v)(x), f,geD(Pp._v)' 

Let ji be a positive Radon measure on R. By (7), Pp. _ v is 
infinitesimally form-bounded with respect to Ejl. Thus, by 
the KLMN theorem and Theorem l(a), Ejl + Pp. _ v is l.s.b. 
and closed on L 2(R,dx) and CO'(R) is a core of Ejl + Pp.-v' 
This implies that Ejl + Pp. _ v is the closure of the quadratic 
formEjl+p. -Pv (i.e.,Ejl +Pp.-v =Ejl+p._v) since Ejl +p. 

-PvCEjl +Pp.-v and C;'(R)CD(Ejl+,.. -Pv)' Hence 
we are lead to the following theorem. 

Theorem 4: Let 1", v be positive Radon measures on R. 
Suppose the following condition holds. 

(B) There is a sequence (In J of pairwise disjoint inter­
vals and a number r, so that R = u In' ~: = 1 II" 11/2v(In) 

"eN 

< 00, and I"(In ) - v(In» - r(In), for any n e N. Then the 
quadratic form Ep. - Pv is l.s.b. and closable on L 2(R,dx) 
and its closure E,.. _ v is given by 

D(E,.._v) 

= {feH2.I(R)/"tIL/lf(xWdlfl-V)(X)<00}, 

Ep._v(f,g) 

= Eo(f,g) + "tl l/*(X)g(X)d (I" - v)(x), 

f,g e D (Ep. _ v), 

Moreover, if 1"1,1"2 are positive Radon measures on R, so that 

I" = 1"1 + 1"2' 11"1(1,,) - v(In 1I 
<rlln I, for any n eN, (8) 

and 

f I"Mn J1I" 11/2 < 00, 
,,=1 

thenD(Ep._v) = D(Ep.,). 
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Proof By the considerations preceding the statement of 
the theorem, we have only to show that there are positive 
Radon measures 1"1"u2 on R which satisfy (8). (Take ji = I"z 
andl" = 1"1 in the above arguments.) For this it is sufficient to 
define, for x e In, 

if v(In) <1"(1,,), 

if v(In »I"(In), 

andl"z = I" - 1"1' • 
Remark: It is possible that the quadratic form Ep. - Pv 

is l.s.b. and closable but not closed, and the domain of the 
closure contains functions which are neither in L 2(R,dl") nor 
in L 2(R,dv). Thus the definition of E,.. _ v' through the infi­
nite sum in Theorem 4, is actually necessary, since for such 
functions S R If(xW d( I" - v)(x) is not defined. Moreover, we 
remark that E,.. - Pv can be l.s.b. and closable on L 2(R,dx) 
even in the case where Eo - Pv is not l.s.b. and 
support I" u support v = 0, i.e., the measures I" and v can 
"cancel out" each other even if their supports are disjoint. 
The following example will illustrate the facts mentioned in 
this remark. 

Example 2: Let (En J be a sequence in the open interval 
(0,1) so that ~: = I E!/2an < 00, where a> 1 is an arbitrary real 
number. Let 

00 

I"(x) = L an 8(x - n), 
n=l 

00 

v(x) = L an 8(x - n - En). 
n=1 

The assumption (B) of Theorem 4 and formula (8) are obvi­
ously satisfied if we choose II = (- 00,1)'/2n = [n,n + E,,], 
and 12n + I = (n + En,n + 1) for any n eN, 1"1 =1", and 
1"2 = O. Thus, by Theorem 4, the quadratic form Ep. - P v is 
l.s.b. and closable on L 2(R,dx) and its closure Ep. _ v is given 
by 

D(Ep._v) =H2,I(R), 

Ep._v(f,g) = if'(X)*g'(X)dX + ntl an [f*(n)g(n) 

-f*(n + En)g(n + E,,)], f,geD(Ep._v)' 

The functionf(x) = a - 1xI!2 is in D (Ep. _ v) = H 2.1(R), but 

i If(xW dl"(x) = i If(xW dv(x) = 00, 

and thusfEW (Ep. - Pv) so that, in particular, E,.. - Pv is not 
closed. In this example, Eo - Pv is not l.s.b., and by defini­
tion the supports of I" and v are disjoint. Hence all points 
made above are verified. The Hamiltonian 

d2 00 

- -2 + L a"(8(· - n) - 8(· - n - En)) 
dx ,,=1 

is of the same class as the Hamiltonians discussed in more 
detail in example 1. 
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Analytical expressions for the sum l::'=o(n +A )[r(n + 1)F(n + U W 
XC~(x)C~(y)C~(z)D~(u) are given, where C~ andD~ are ultraspherical polynomials and 
functions of the second kind, respectively, on the sets {lxl,1 yl,lzl < 1, u> I} and 
{lxl,1 yl.lzl,lul < I}. 

I. INTRODUCTION 

Integrals and sums of products Of classical orthogonal 
polynomials have been a matter of curiosity for a long time 
(see the Bateman Manuscript Projectl for an impressive list 
of integrals and Hansen2 for a similar list of sums). Some of 
these formulas have proved very useful in physical applica­
tions. For example, the Clebsch-Gordan coefficients with 
zero magnetic numbers have the following representation3

•
4

: 

(C~mof = 2n + 1 JI Pk(x)Pm (x)Pn (x) dx, (1.1) 
2 -I 

where Pk (x) is the Legendre polynomial of degree k. By sym­
metry of the integral (1.1) and the orthogonality properties of 
these polynomials, it is clear that the integral vanishes if 
k + m + n is odd or the triangle inequality 

In - ml<h;;n + m (1.2) 

is not satisfied. 
In trying to classify the various fluctuation modes in an 

investigation of the stability properties of some special solu­
tions of the 0 (n) nonlinear (T model, Din and Zakrzewskis 

found that the classification depended crucially on the van­
ishing of the sum 

n tm 
2k + 1 (C no f 

k=ln-mlk(k+l)-m(m+l) kOmO' 

Din4 showed that this vanishing is equivalent to that of 

f~ I Qdx)Pm (x)Pn (x) dx, (1.3) 

when either k + m + n is even or k + m + n is odd and 
In - ml <k<n + m, Qdx) being the Legendre function of 
the second kind6 on the branch cut - 1 < x < I. It is interest­
ing to note that the integrals in (1.1) and (1.3) vanish in com­
plementary sets. The same feature holds for the well-known 
generalization 7 of ( 1.1 ), 

f~ I C ~ (x)C ~ (x)C ~ (x)( I - X2)'t - 1/2 dx 

=rmr(A+!) (A)s_kAs_m(A)s_n(U)s ,(1.4) 
riA + 1) (s - k )!(s - m)!(s - n)!(A + l)s 

wherek + m + n = 2s is even, and In - ml<k<n + m, and 
zero otherwise. The corresponding generalization of (1.3) 
has recently been found by Askey, Koornwinder, and Rah­
man,8 which states that the integral 

J~ I D~(x)C~(x)C~(x)(1 -x2fA.-' dx (1.5) 

vanishes when (i) k + m + n is even, and (ii) k + m + n is 
odd and In - ml <k<n + m. HereC~(x)andD~(x)arethe 
ultraspherical polynomials and ultraspherical functions of 
the second kind defined, respectively, by9 

C~(cos 8) = ± (A )j(A )k-j cos (k - 2;W 
j=O ;l(k - ;1! 

. I-U 2r(A + !)(U)k = SID 8-.....;,..-..::.:.;........;.;.:.... 

riA + 1)F(!)k! 

xi (1 -A )j(l)k+j 

j=O ;l(A + l)k +j 

X sin(k + 2j + 1 )8, 0 < 8 < 1T, Re A > 0, 
(1.6) 

and 

DA.(cos 8) = sin
'
- u 8 2r(A +!lIU )k 

k riA + 1)F(!)k! 

xi (1 -A )j(l)k+j 

j=O ;l(A + l)k+j 

X cos(k + ]j + 1 )8, 0 < 8 < 1T, Re A > O. 
(1.7) 

The shifted factorial (a)k is defined by (a)k = 1, k = 0, and 
(a)k = ala + 1)· .. a(a + k - 1), k = 1,2, .... 

The duals of these results are equally interesting. Dou­
ga1l7 showed that 

i (n +A) [ r(n + 1) ]2 C~(cosa) 
n=O r(n +U) 

XC~(cos,o)C~(cos y) 

_ 1T(sin a sin,o sin y)1 - 2A. (16D )A. - I 
- 22A.r4(A) 

(1.8) 

where 

16D . a +.0 + y . .0 + y - a = SID SID .!...-....:...-!.--

2 2 

Xsiny+a-,osina+,o-y (1.9) 
2 2' 

provided 0 < a, .0, y < 1T, 0 < Re A, and a triangle can be 
drawn with sides a, p, y, assuming that the sum of any two of 
them is less than or equal to 1T. The value of the infinite sum 
in (1.8) is zero if this triangle condition is not satisfied. On the 
other hand, the dual of (1.5) states that 'O 
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where ° < a, /3, r < 1T. Convergence of the infinite series on 
the left hand side of (1.10) requires that ° < Re A. < 1. 

Generalizations of these results for Jacobi polynomials 
p ~.Pl(x) and Jacobi functions of the second kind Q ~.Pl(x) (see 
Ref. 11) would seem to be a natural thing to try. A general­
ization of(1.4) was given by Rahman1z and of(1.8) by Gasp­
er.13 Recently van Haeringen14.1S considered a family ofinfi­
nite sums of the form 

co 

L (2n + I)P~(x)P t(y)P~(z)Q~(u), (1.11) 
n=O 

where p~ and Q~ are Legendre functions of the first and 
second kinds, respectively, defined by16 

pl-'(z) = 1 (z + 1 )1-'/2 
v F(I-,u) z-l 

X~l( - v,v+ 1;1-,u;! - !z), 1(1-z)/21 < 1, 
(1.12) 

Q~(z) = efTil-' 2 - v-1 1Tl/2 F(v +,u + 1) 
r(v+!) 

x.z- v -I-'-I(r - tr12 

X 1<' ( V +,u + 1 v +,u + 2. + 3. -z) I I 1 
2'1 2 ' 2 ,v l;Z ,z > . 

For example, van HaeringenJS showed that 
co 

L (2n + l)Pn(x)Pn(Y)Pn(z)Qn(u) 
n=O 

- W- 1/ 2 F (1 3'1'TW-2 ) - 2 14'4' , , 

where 

W = x2 + y2 + r + u2 - 2xyzu - 2, 

T= 4(1 - x2)(1 - y2)(1 - r)(1 - u2), 

(1.13) 

(1.14) 

provided - 1 <x, y, z< 1, and u is outside an ellipse with 
arbitrary axes and foci at ± 1. He restricted all his calcula­
tions in Ref. 15 to the region where Re u is positive and 
sufficiently large in order to avoid difficulties arising from 
the branch cuts. Even though van Haeringen's work seems 
to be motivated by the unitarity relation for the Coulomb T 
matrix, it should be clear from (1.10) that very interesting 
things can happen when lui < 1. Of course, (1.13) is not valid 
when Izl < 1, but there are known prescriptions16 for com­
puting Q ~ (x ± iO), - 1 < x < 1; that is, the values of Q ~ (z) as 
z approaches the cut from above or below. 

Our principal objective in this paper is to compute the 
sum 

i: (n +.1.) [ F(n + 1) ]2D~(COSa)c~(coS/3) 
n=O F(n+U) 

XC~(cos r)C~(cos8) 

==JA (a,/3,r,8), say. (1.15) 
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if1{3 - rl <a </3 + r<1T, 

ifa < IP - rl or1T</3 + r<21T, 
and a +/3 + r<21T (1.10) 

ifa>/3 + r, 

This will give an evaluation of the sum in (1.14) for A. = ! and 
for the case - 1 < u < 1. However, in Sec. II we shall also 
compute the sum 

i: (n +.1.) [ F(n + 1) ]2D~(U)C~(X)C~(Y)C~(Z) 
n=O r(n+U) 

=KA(x,y,z,u), say, (1.16) 

for - l<x,y,z<l and 1 < lui. This will give a direct general­
ization of van Haeringen's sum (1.14). 

The ultraspherical functions C~(z) and D~(z) are de­
fined in different ways in different regions. One of their re­
presentations on the branch cut - 1 <x < 1 is given in (1.6) 
and (1.7). However, for complexz with Imz:fO, Durand17 

defines them as follows: 

CA(z)- r(n+U) 
n - F(U)F(n+ 1) 

X 2F1( - n,n + U;A. + !;(1 - z)/2) 

=21-U..[ii F(n+U) p(A-1I2.A-II2I(Z) 
r(A.)F(n+A.+!) n , 

(1.17) 

DA(z)=eifTA r(n+U) (2z)-n-2A 
n F(A.)Fn+A.+l) 

XzFl((n/2) +A.,(n + 1/2) +A.;n +.1. + 1;Z-2) 

= fi"A 21 - U F (n + U. ) Q (). - 1/2,A. - 112l(z), 
fir F(A. )F(n + A. +!) n 

(1.18) 
where p~.PI(z) and Q~a.Pl(z) are Jacobi polynomials and Ja­
cobi functions of the second kind defined, respectively, byll 

p(a.Pl(z) = F(n + a + 1) 
n r(n + l)F(a + 1) 

X 2F1( - n,n + a + /3 + l;a + 1;(1 - z)/2), 
(1.19) 

Q,a . .BI(Z) = 2n+a+.B F(n + a + lW(n + /3 + 1) 
n F (2n + a + /3 + 2) 

X(z_I)-n-a-J(z+ 1)-11 

XzFJ(n+ l,n+a+ 1; 

2n + a + /3 + 2;2/(1 - z)). (1.20) 

Durand introduces the phase factor eifTA in the definition of 
D ~ (z) so that D ~ and C ~ satisfy the same recurrence relation 
in A. (see Ref. 18). The ultraspherical functions for real argu­
ment x on the cut - 1 < x < 1 are then defined by 

C~(x) = D~(x + iO) + e-21TlA.D~(x - iO) 

= C~(x ± ;0), - 1 <x<l, (1.21) 

D~(x) = - iD~(x + iO) + ie-2"'iA.D~(x - iO), 

-1<x<1. (1.22) 
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It requires a bit of manipulation to reduce (1.21) and 
(1.22) to (1.6) and (1.7), respectively, but the work is fairly 
straightforward, based on some quadratic transformation 
properties of the Gaussian hypergeometric function J"1 (see 
Ref. 16). 

II. EVALUATION OF K~ (x, y,z,u) 

By a formula due to Feldheim, 19.20 we have 

i (2n + a + P + l)n! [r(n + a + P + 1)]2 
n=O r(n+a+I) r(n+p+I) 

Xp~,.8)(x)P~,.8)(y)Q~,.8)(u) 

= 2
a

+
fJ
r(a + P + 1) (u + I)-a-fJ-1 
rlP+ 1) 

XF4(a + P + I,a + I;fJ + l;a + 1; 

(1 +xKI +y) , (l-x)(I-y) ), (2.1) 
2(1 + u) 2(1 + u) 

where 

F4(a,b;c,c';.x, y) 
00 00 

= I I 
m=O n=O 

(a)m+n(b)m+n m n 
" (') x y m.n,cm c n 

(2.2) 

is an Appell function. 16 The double series on the right of (2.1) 
converges if 

1 
(1 +x)(1 +y) 11/2 + 1 (l-x)(I-y) 11/2 <1, (2.3) 

2(1 + u) 2(1 + u) 
which we shall assume to hold. For the sake of simplicity let 
us assume u> 1; this will guarantee the convergence of the 
infinite series on either side of (2.1) for - 1 <x, y< 1. 

The parameters of the F4 function in (2.1) are so related 
that it can be transformed into a J"1 by a formula due to 
Bailey21 

F4(a + P + l,a + 1;fJ + l,a + 1; 

- s/( 1 - s)( 1 - t), - t /( 1 - s)( 1 - t )) 

= (1 - tf+ fJ + I Ji'1(a + P + l,a + 1:/3 + 1; sIt - 1)). 
l-s 

(2.4) 
Furthermore, denoting u = sit - 1)/(1 - s) and using 

the quadratic transformation formula 16 

J"1(a1,a2;1 - a 2 + a 1;u) 

-a, (a l a 1 + 1 1 4u ) 
=(I+v) J"1 "2'-2-; -a2+a1;(I+u)2 ' 

(2.5) 
one can show after some tedious but straightforward calcu­
lations that 

i (2n + a + P + l)n! [r(n + a +.B + 1) ]2p~a..B)(x)p~,.8)(Y)Q~a,.8)(u) 
n = 0 r (n + a + 1) r (n + P + 1) 

= 2
a

+
fJ
r(a +P+ 1) (1 +x + y + u)-a-fJ-IJ"I(a +P+ 1 ,a +P+ 2 ;fJ + 1; 2(1 +x)(1 + y)(1 + U)). (2.6) 
rlP+l) 2 2 (l+x+y+u)2 

This assumes a particularly simple form in the ultraspherical 
case a = p. Replacing a and.B by A. - ! and using (1.17) and 
(1.1S) we then obtain 

i (n + A.) r(n + 1) C~(x)C~(y)D~(u) 
n=O r(n +U) 

= [ei1T~ /2Ur2(A. )](x2 + y2 + u2 - 2xyu - 1)-\ 
(2.7) 

which is valid for ReA. >0 and - l<x,y<l, u> 1. 
To computeK~ (x, y,z,u) we need Gegenbauer's product 

formula22 

C~(x)C~(y) 

= r(n + 2A. )/2U-lr2(A. )r(n + 1)[ C~(xy 
+ ~ ..rr=-r cos (J )(sin (J )u - I d(J. (2.S) 

Thus, from (1.16), (2.7), and (2.S) we get 

K~(x,y,z,u) = [ei1T~ /24~-lr4(A.)] 

III. EVALUATION OF J~ (a,p, r,~) 

x [(f+2gCOS(J+hCOS2(J)-" 

X (sin (J )U - I d(J, (2.9) 

where 

f = z'l + u2 + x 2y2 - 2xyzu - 1, 

g = ~(I - x 2)(1 - y2) (xy - zu), 

h = (l-x2)(I_ r), 
(2.10) 

with - 1 <x, y,z< 1, u > 1. The integral in (2.9) is evaluated 
in the Appendix. Using (AIS) we then have 

K,,(x,y,z,u) = [ei1T~ /2Ur2(A. )F(U)] 

X W -"J"I((A. /2),(A. + 1)/2;A. + !;TW-2), 
(2.11) 

where T and W were defined in the previous section. Setting 
A. =! and noting that from the definitions (1.17) and (1.1S), 
C !/2(Z) = Pn (z) and D !/2(Z) = (e1TiI2 i1r)Qn (z), one can see that 
(2.11) agrees with (1.14). 

As we shall see now, the evaluation of J~ (a,p,r,~) which is essentially the same as K" (x, y,z,u) when x, y, z, u are all 
restricted to ( - 1,1) is much more difficult. We can no longer use (2.7) since it is valid when u > 1. Rather, we must use (1.10) 
whose derivation in Ref. 10 needed very careful use of the jump conditions (1.21) and (1.22). 

One can deduce from (1.10) that, for 0 < Re A. < 1, 
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:i (n+A) r(n+l) C!(y)C!(z)D!(u)= ±2:U-I[r(A+!)]2sin17"A[(U_YZ)2_(I_r)(l_zl)}-'t, 
,,= 0 r(n + U ) 17" r (U ) {

OJ ifyz-~(I-I)(I-?)<u<yz+~(I-I)(l-?). 

ifu<yz-..j=(I---I""""")=(I---? .... )oru>yz+~(I-yi)(I-?). (3.1) 

We now replace y by xy + ~ (1 - Xi)( I -I) cos t/J, (x, y =j:. ± 1), multiply both sides by (sin t/J ):u - 1, and integrate with respect 
to t/J from ° to 17". By (3.1), the integrand on the right-hand side is zero if 

Ixyz + ~(1 - xZ)(1 -I) z cos t/J - ul < {I - (xy + ~(l - xi)(1 - Oi) cos t/J )2l 1/2(1 - r), 
which is equivalent to the inequality x I < cos t/J < x2' where 

XI = [zu - xy - ~(l - ?)(l - U
Z) ]/~(1 - xi)(1 -I), x2 = [zu xy + ~(1 - ?)(1 - u2) ]/~(l - xi)(1 - y2). (3.2) 

Also, we take the positive sign in (3.1) when cos t/J<XI and the negative sign when cos t/J>x2. 

Let us set 

u = cos a, x = cos /3, y = cos r, z = cos 8, 

0< a, /3, r, 8 < 17". Then (3.2) gives 

x I = [cos(a + 8) - cos /3 cos r ]lsin /3 sin r, x 2 = [cos(a - 8 ) - cos /3 cos r ]lsin /3 sin r· 

There are six possibilities. 

(i) x I> X2 < - 1, which gives costa ± 8 ) < cos(.8 + r). 

(ii) XI < - 1, - 1 <x2 < 1. which implies costa + 8) < cos(.8 + r) < costa - 8) < cos(.8 - r). 

(ill) - 1 <XI> X2 < 1, which means cos(.8 + r) < costa ± 8) < cos(.8 - r). 

(iv) XI < - 1. X2 > l~s(a + 8) < cos(.8 + r), costa - 8) > cos(.8 - r). 

(v) - I <XI < 1, x 2> l=>cos(.8 + r) < costa + 8) < cos(.8 - r) < costa - 8). 

(vi) XI' X2 > l=>cos(.8 - r) < costa ± 8). 

Clearly, the contributions to JA. (a,/3,r,8) in these six regions arise from three integrals 

and 

f~ 1 (1 - t 2)'t - 1 [(x I - t )(X2 - t )] -;. dt. if Ix II, IX21 > 1, 

[
I (1 _ t2r-I[(X1 _ t )(X2 - t)] -;. dt, if cos t/J <XI < 1, 

-I 

rl 

(1 - t 21" - 1 [(X 1 - t )(X2 - t )] -;. dt, if cos t/J > X2, 
JXl 

where f + 2gt + ht 2 = h (X 1 - t )(X2 - t). These integrals are evaluated in the Appendix. From (2.10) and (3.3) 

(3.3) 

(3.4) 

f- h =X2 + y2 +r + u2 - 2xyzu - 2 =cxxia +cos2 /3 + cos2r+ cos2 8 - 2 cos a cos/3cos rcos8 - 2 = W; (3.5) 

4(f - fl) = (1 - x2)(1 - y2)(1 - r)(l - u2
) = (sin a sin/3 sin r sin 8)2 = T, (3.6) 

where W,T are the same as those introduced in (1.14) except that x,y, z, u are to be replaced by cos /3, cos r, cos 8, and cos a, re­
spectively. Ifwe denote 

21 :u sin 17"A W -;. '" (~ A + 1 .1 + ~ 'TW- 2)=G (a /3 8) (3.7) 
r2(A )F(U ) ~ 1 2' 2 y' 2' A. , ,r. • 

and 

2
1

-
3
A.17"T_A.!2",(I-A A 1-1 W2)r=ll(,/3 8) 

r4(A) ~1 -2-'"2; , -7 - ;. a ,r. • 
then we get the following evaluation of J;. (a,/3.r,8): 

630 

J;. (a,/3,r,8 ) = 

- G;.(a,/3,r.8). 
- H;.(a,/3,r.8), 

0, 

0, 
HA. (a,/3,r,8 ). 
G;.(a,/3.r,8), 

with ° < Re A < 1 and ° < a,/3,r,8 < 17". 
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if costa ± 8 ) < cos(f3 + r), 
if costa + 8 ) < cos(f3 + r) < costa - 8 ) < cos(f3 - r). 
if cos(.8 + r) < cos(a ± 8 ) < cos(f3 - r). 

if costa + 8 ) < cos(f3 + 8 ). costa - 8 ) < cos(f3 r), 
if cos(.8 + r) < cos(a + 8 ) < cos(f3 - r) < costa 8 ). 
if cos(f3 - r) < costa ± 8 ). 

M. Rahman and M. J. Shah 

(3.8) 

(3.9) 
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APPENDIX: EVALUATION OF INTEGRALS 

We shall evaluate the integral 

1= L(f+2gt+ht2)-A-(I-t2r-Idt, (AI) 

where R is either [- 1,1] or an appropriate subset thereof 
and f, g, h are as defined in (2.10). Clearly, 
f + 2gt + ht 2 = h (t - xd(t - x2), where XI andx2 are given 
by (3.2). For (i) x, y,ze( - 1,1) and lui> 1, XI andx2 are com­
plex conjugates, while for (ii) x,y,ze( - 1,1) and lui < 1, XI 
and X 2 are real, with XI <X2• The integrals that need to be 
evaluated are 

11= h -A- J~ 1(1 - t 2)A--I(t -XI)-A.(t -X2)-A. dt, 

(A2) 

for XI,x2 real but IE. ( - 1,1), or XI,x2 complex with X2 = XI; 

12 = h -A. J:'I(I - t 2)A.-I(XI - t) -A.(X2 - t) -A. dt, 

(A3) 

- 1 <XI < 1; and 

13 = h -A. i l 

(1 - t 2)A.-I(t - xl)-A.(t -x2)-A. dt, (A4) 
"2 

- 1 <X2 < 1. By simple transformations of the integration 
variables one can show that 

II = 2U-I[h (I-x l )(I-x2)] -A. f tA.-I(I - t)A--I 

( 
2t )-A.( 2t )-A. X 1--- 1--- dt, 

I-XI I-x2 
ReA>O, (A5) 

12 = 2A- - I [h (X2 + 1)] - A. f t A- - 1(1 - t) - A. 

X(I- 1 +XI t)A.-I(I_ 1 +xI t)-A. dt, 
2 1 +x2 

O<ReA < 1, (A6) 

13 = 2A. - I [h (1 - X I)] - A. f t A. - I( 1 - t) - A-

X 1 - ----=--..1. t 1 - ----=--..1. t dt, (
Ix )A. - I( 1 X ) - A-

2 I-XI 

o < Re A < 1. (A 7) 

By Eq. (5), p. 231 of Ref. 16, each of the three integrals is an 
FI Appell function defined by 

FI (a;/3,/3' ;Y;X, y) 

~ ~ (a)m+n(,8)m(,8')n m n = ,£,. ,£,. X y. 
m=O n=O m!nl(Y)m+ n 

Also, by Eq. (1), p. 238 of Ref. 16, 

F I (a;/3,/3';/3 + P ';X, y) 

(A8) 

= (1 - y) - a 2FI (a,/3;/3 + P' ;(X - y)/( 1 - y)). (A9) 
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Use of (A8) and (A9) then gives 

II = 2U-I[r2(A )/r(U)] [h (X2 + 1)(xl - I)]-A. 

1<' (A 1 U 2(X2 ~ xtl ) (A 10) 
X~I "...; ; (X2 + I)(I-xd ' 
2A.-I 

12 = _. __ 1T [h (X2 - xd]-A-
Sln1TA 

X 1<' (A I-A'I' (XI + I)(x2 -1)) =1 (All) 
~'I' "2( ) 3' X 2 -XI 

0< ReA < 1, since rIA )r(I -A) = 1T/sin 1TA. 
These formulas are further simplified by means of the 

following quadratic transformation formulas l6
: 

~1(a,b;2b;z) 

=(I-z/2)-a 1<'(!!... a+I'b+~.(_z_)2) 
~I 2' 2' 2 ' 2 -z ' 

(AI2) 

and 

~1(a,I - a;c;z) 

=(I_z(-I~I(c;a ,C+~-I ;C;4z(I-Z)). 

(A13) 

So, by (AI2) 

II = 2u - I [r2(A )/F(U)] [h (X IX2 - I)]-A-

X F (~ A + 1 .1 + ~.( X 2 - XI )2) 
21 2 ' 2"'" 2' l' X IX 2 -

12 = 13 = (2A.-I1T/ sin 1TA) [h (X2 - XI)] -A. 

X (I-A ~'I' _ (xi -I)(x~ -1)) 
~I 2 '2" ( )2 . X 2 -XI 

From the definition of X I and X 2, it follows that 

h(XIX2-I)=f-h, 

{

(2/h )WZ - fh )112, 

ifmax(lxl,lYl,lzl,luj) < 1, 
X2 - XI = (2i/h )(fh _ i)1I2, 

ifmax(lxl,lyl,lzj) < 1, u> 1. 
Thus, 

II = 2U-I[r2(A )/r(U )](f - h)-A. 

(
A A+l 1 4WZ - fh )) 

X~I "2;-2-;A +"2; (f-h)2 ' 

and 

12 = 13 = (1T/2 sin 1TA )WZ - fh ) - A. 12 

( 
1 - A A 1 (f + h )2 - 4i) 

X~I -2-'"2;; 4(fh-i) , 

O<ReA < 1. 

(AI4) 

(AI5) 

(AI6) 

(AI7) 

(AI8) 

(AI9) 
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Integrals of products of three Bessel functions ofthe form So t A - !JI'(at )J.,(bt )H~)(et )dt are 
calculated when some relations exist between the indices A, Jt, v, p: in these cases, the Appell 
function F4 factorizes into two hypergeometric functions of one variable, so that analytical 
continuation is possible. New results are given, mainly when a, b, and e are real and positive and 
la - b I < e < a + b, which correspond to most physical situations. 

I. INTRODUCTION 

Few results exist for integrals of products of three Bessel functions. The most general case, given 50 years ago by Bailey! is 
the well-known formula 

LX> t A - IJI' (at )J.,(bt )Kp(et )dt 

2A- 2al'b" r((A +Jt+v+p)l2)r((A +Jt+v-p)/2) 
~+I'+., r(Jt+l)r(v+l) 

XF(A+Jt+V+ P A+Jt+V-P. +1 +1·_ a2 _~) 
4 2 ' 2 ' Jt , v , e2 ' e2 ' 

for complex a,b,e (parameters) and A, Jt, v, P (indices) provided that 

Re(A +Jt + v ±p»O, 

Re(e ± ia ± ib ) > 0 . 

(1.1) 

(1.2) 

(1.3) 

F4 is the Appell function2 which is defined as a double series inside the domain lal + Ib I < lei [which is more or less 
condition (1.3)]. In this work, we consider these integrals for A, Jt, v, p, a, b, and e reaL Using the formula 

i1TJp(Z) = e - i1TP12Kp(e - i1T12Z) _ ei1TPI2Kp(ei1T12z) , 

we get the related integral for e > a + b , 

1"" t A - 1JI'(at )J.,(bt )Jp(et )dt 

= 2A- 1 al'b" r((A + Jt + v + p)l2)r((A + Jt + v - p)/2) 
~+I'+., r(Jt+l)r(v+l) 

XRe{~e-li1T12)(P-A-I'-")F(A+Jt+V+P A+Jt+V-P. +1 v+l. a2 ~)} 
. 4 2 ' 2 ,Jt, '2' 2 ' 
117' e e 

2A- 1al'b" r((A + Jt + v + p)l2) 1 
~+I'+v r(l- (A +Jt + v-p)l2) r(Jt + l)r(v+ 1) 

XF (A+Jt+V+ P A+Jt+V-P '11.+1 V+l.a2~) A<~ A+II.+V+P>O, 
4 2 ' 2 'r' , e2 ' e2' 2 ' r 

as F4 is real in this region. 

Formulas (1.1 H 1.5) are actually not very useful for two 
reasons. First, function F4 being a double series is not very 
tractable (especially in numerical tests). Second, integral 
(1.5b) is given for e > a + b only, which means that it presu­
mably does not hold when real positive parameters a,b,e can 
be the sides of a triangle (i.e., la - b I < e < a + b ), which is 
actually the case of interest in most physical situations. 

The reason is that the behavior of function F4 outside 
the convergence region lal + Ib I < lei is not well-known de­
spite some analytical continuation properties.3 For example, 
we can continue F4 into the region b > a + e,4 from 

a)Chercheur C.N.R.S. 

F4(a, {3;y,y; :: ' ~:) 
= r(y)r({3-a) (ei1T~)-a 

r(y -a)r({3) e2 

XF4(a,a + 1 - y';y,a + 1 - {3; :: ' ;:) 

+ r(y)F(a -{3) (ei1T ~)P 
r(y -{3)r(a) e2 

(
, a

2 
e2

) X F4 {3 + 1 - Y , {3; y, {3 + I - a; """"b2 '""""b2 ' 
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(1.4) 

(l.5a) 

(l.5b) 
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which exchanges b and c and p and ± v. A similar expres­
sion holds for a > b + c but not for la - b I > c > a + b. 

Bailey already pointed out that more could be said 
when the function F4 factorizes into functions of one variable 
only with simpler behavior and listed them. I All known fac­
torizations of F4 imply the hypergeometric function 2 FI 
which can be analytically continued in all the plane, except 
at most a cut along the real axis. Then, in those cases, for­
mula (1.5a) can be continued for la - b I < c < a + b. This 
property has been verified by quite different methods for 
special values of the indices such as A = 2, P = v - p (see 
Ref. 5) or A = 2 - p, v = p where factorization occurs. 6 

We first list all known factorizations of F4 • Some sup­
plementary relations may be obtained by using continguity 
relations but we shall not deal with them. Setting 

a=A +p+v+p, /3=A +p+v-p, 
2 2 

y=p+l, y'=v+l, 

we have the following identities l
,7: 

(i) if a + /3 + 1 = Y + y' (Le., A = 1 any p,v, p) , (1.6a) 

F4{a,/3;y,y';X(I- Y), Y(l-X)) 

= 2FI(a,/3;y;XhFI(a,/3;y'; Y). (1.6b) 

Iii) F4(a,/3;/3,/3;- (I-X~I-Y)'- (l-~l-Y) 
= (1 - xt(1 - y)Q 2 FI(a,1 + a - /3; /3;xy) , (1.7a) 

which holds provided 

p=v, A=2±p. (1.7b) 

(iii) F4( a, /3; 1 + a - /3; /3; 

x y) (1.8a) 
- (l-x)(I-y)' - (l-x)(l-y) 

( 
X(l-y)) 

=(I-y)Q 2FI a,/3;I+a-/3;- (I-x) , 

which implies 

±p=p, A=v+2 

or (1.8b) 

±p=v, A=p+2. 

(iv) F4( a, /3;a, /3; - (1 _ ~ 1 _ y) ,- (1 _ ~ 1 _ y) ) 

for 

(l-xf(l-yt 

(l-xy) 
(1.9a) 

A = 2, ±P = P - v, (1.9b) 

where we have explicitly used the symmetry (a, /3) and (p, v). 
Cases (ii) and (iii) are nearly the same and case (iv) has already 
been studied.s They are special cases of the three-index for­
mula: 

(v) F4( a, /3;y; /3; - (1 _ x~ 1 _ y) , - (1 _ ~ 1 _ y) ) 
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= (1 - x)Q(1 - y)QFI(a;y - /3,1 + a - y;y;X,xy), 

(1.10) 
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where FI is again an Appell's function2 with convergence 
domain Ixl < 1, Ixyl < 1. Finally, we have a last formula8 

(vi) F4(a,a + !;y,!;Z,z') 

=!(l + p) - 2Q2 FI (a,a + !;r;z/(1 + p)2) 

+!(I-P)-
2Q

2FI(a,a+!;y;z/(I-P)2) . 

(1.11) 

This latter case is merely the Fourier transform of 
t A. - 2 JI' (at) and can be found in any table.9 In this paper, we 
deal mainly with cases (iiHv). Case (i) is investigated in a 
companion paper. IO Actually, they are not fundamentally 
different as will be seen by inspection of the two families of 
variable transformations we study first in Sec. II: 

(z,z'Hx,y) , (z,z')-(X,Y). 

In the following other sections, we explicitly calculate 
the integral 

i"" tA.- 1JI'(at)Jv(bt)H11)(ct)dt, (1.12) 

H~)(ct) = Jp(ct) + iYp(ct) , (1.13) 

when a,b,c are real and, respectively, 

A=2±p, p=v 

[Sec. III, corresponding to case (ii)] , 

A=v+2, p= ±P 

[Sec. IV, corresponding to case (iii)] , 

A=2, p=p-v 

[Sec. V, corresponding to case (iv)] . 

Some further remarks about cases (v) and (vi) are given in the 
last sections. In the conclusion, we indicate some possible 
generalizations. 

II. STUDY OF THE TWO FAMILIES OF VARIABLE 
TRANSFORMATIONS 

We have to consider at length the changes of variables 

-x a2 

(l-x)(l-y) = c2 ' 
___ ~y __ = _b_2 

(1 -x)(I- y) c2 
(2.1) 

and 
a2 b 2 

X(I-Y)= c2 ' Y(I-X)=7' (2.2) 

where a and b are two real variables and c has a small positive 
imaginary part. Actually by the involutive transformation 7 

(x,y) __ ( - X 1(1 - X), - Y 1(1 - Y)), the family (x,y)trans­
forms into (X, Y). 

A. Family - c2x = a2(1 - x)(1 - y), 
- c2y= b2(1 -x)(1 - y) 

Here, x (resp. y) is a solution of 

x 2b 2 _ (a2 + b 2 _ c2)x + a2 = 0 (2.3) 

[resp.Ya2 
- (a2 + b 2 

- ~lY + b 2 = 0] . 

The discriminant of this second-order equation reads 

{j = [(a + b )2 _ c2 ] [(a _ b )2 _ c2 ] 

= a4 + b 4 + c4 _ 2a2b 2 _ 2b 2C2 _ 2c2a2 , 
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where 6 is positive for c > a + b or c < la - bland 6 is nega­
tive for a + b> c > la - b 1 (triangle inequality). To remove 
the ambiguity when solving (2.3), we have to take into ac­
count that the F4 reduction is valid where x and y lie in 
certain regions surrounding x = 0 andy = 0 (see Ref. 1). For 
c > a + b and large, Eq. (2.3) has one solution which behaves 
asc21b 2, which is large and the other as a2 I c2

, which issmall. 
As a consequence the F4 reduction is valid if 
2b 2x = a2 + b 2 

- c2 +.,f8 for c>a + b, where $ is posi­
tive. It is easy now to follow the determination of 6 1

/
2 for 

0< c2 < 00. Let 6 = [Z - (a + b )2][Z - (a - b )2]. In the Z 
plane, 6 1/2 has a cut on the real axis for la - b 12 

< Re Z < (a + b )2. 
We are interested in the case 1m Z = 2ic1/. for 1/ small 

and positive. In this configuration 

c> a + b • 6 1
/
2 =.,f8 = 4.3 , 

1m 6 1/ 2 = (21/cl.,f8)(~ - a2 
- b 2) > 0, 

la - b 1 <c<a + b. 61
/
2 = ~1r/2~ - 6 = el1r

/
2

• 4.J , 

c < la - b I, 61
/

2 = el1T~ = - ~ , 

1m 6 1
/
2 = (21/cl.,f8)(a2 + b 2 - c2

) > O. (2.4) 

Note that.J is the area of the triangle whose sides are a. b, 
and c. To derive the x and y variables, it is convenient to 
introduce anglesS 

O<c<la-bl. 

x = (alb )e -"c. 2ab cosh Uc = a2 + b 2 - c2 
• 

Y = (b la)e -"c. 2ab sinh Uc =.,f8, 

c>a+b, 
x = - (alb )e - uc, 2ab cosh Uc = c2 

- a2 
- b 2 , 

y = - (bla)e- UC , 2ab sinh Uc = ~, 

la -b 1 <c<a+ b, 

x (alb )iq:>c, 2ab cos tpc = a2 + b 2 - c2 
, 

Y = (b lale -Iq:>c , 2ab sin tpc =..;-::::F . 
In case la - b 1 < c < a + b, 

(2.5) 

1m cos tpc = - (CrJlab) < 0 . (2.6) 

For c < la - b 1 or c > a + b, 2b 2 1m x = - 2c1/ 

+ 1m 6 1
/
2 = (2c1//~)2ab [cosh Uc - sinh Uc 1. which 

yields Imx = 2C1JI.,f8lxl positive. The same is true for 

Imy = (2c/~)1 yl. As a consequence, 

c>a + b, x = el1T(alb)e - uc, y = el1T(b la)e Itc. (2.7) 

To complete this study, we have also to define the variable 
1 - x(resp. 1 - y), which is a solution of the equation 

b 2(1 - X)2 - (b 2 + c2 a2
)( 1 - x) + c2 = 0 

[resp. a2( 1 - y)2 _ (a2 + c2 - b 2)( 1 - y) + c2 = 0] ; 

(2.8) 

c>a+b, l-x=(clb)e- U
", (l_y)=(cla)e- Ub , 
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2bc cosh Ua = c2 + b 2 - a2
• 2bc sinh Ua = ~ , 

2ac cosh Ub = c2 + a2 
- b 2, 2ac sinh Ub = ~ ; 

(2.9a) 
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c < la - b I, 1 - x = sgn(b - a)(e! a)eU.sP(b - al , 

(1- y) = sgn(a - b)(cla)eUtJlP(a-b l , 

2bc cosh Ua = (b 2 + ~ - a 2)sgn(b - a) , 

2bc sinh Ua =.,f8 , 

2accosh Ub = (a2 + c2 
- b 2)sgn(a - b), 

2ac sinh Ub = ~ , 
where 

{
+1 ifb>a, 

sgn(b - a) = - sgn(a - b) = ' 
-I. ifb<a; 

c . 
l-y=-e Iq:>b, 

a 

1 -x =.£.e iq:>. 

b 

2bccostpa = b 2 + ~ _a2
, 2bcsintpa =$, 

2ac cos tpb = a2 + c2 
- b 2, 2ac sin tpb = $ . 

(2.9b) 

(2.9c) 

Note that since x/(I - x)(1 - y) = - a2lc2
, we get at once 

irrl..q:>·+q:>b+q:>cl = _ lor 

tpa + tpb + tpc = 1T. (2.10) 
The geometrical interpretation of the tpl 's is thus straightfor­
ward. 

For the same reason 

e-uC+U.+Ub= 1 or Uc =Ua +ub (2.11) 
and 

exp( - Uc + sgn(a - b )(ua - Ub)) = 1 
or 

Uc = sgn(a - b )(ua - Ub)' (2.12) 

From the previous study, both Im(1 - x) and Im(1 - y) are 
negative. 

As a consequence 
(I - x) = e - (11T/2)[ 1 - sp(b - all(clb )eU" sp(b al 

(1 _ y) = e - (11T/2)[1 - sp(a - b)](cla)eUbSP(a bl 

c< la -b I. 

B. Family d'X(1 - Y) = aZ, d' Y(1 - ~ = tJ2 

(2.13) 

Taking advantage of the involutive transformation 

(x,yH -x I(l-X), - Y 1(1 Y)) 

we get at once the unique solution for the (X,Y) family; for 
instance, 

c > a + b, ~ = X = - (alb )e - "c =!!. e - "c + u. , 

1 - x + (clb)e u. c 
or 

x = (alc)e -"b. 
We summarize the results in formulas (2.14): 

c> a + b, X = (alc)e U., 
Y= (blc)e u.; 

c < la - b I, X = sgn(a - b }(alc)esP(a 

Y = sgn(b - a)(b lc)esP(b 

la-bl<c<a+b, X=(alc)e-Iq:>b 
and 

Y= (blc)e-iq:>a. 

A. Gervois and H. Navelet 
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For the sake of completeness, we study the family ob­
tained by the changec_ic, namely X (1 - Y) = - a2/c2 and 
X(I-Y)= _b 2/c2. 

X (resp. Y) is the solution of the second-order equation 

c2x2 - X( - a2 + b 2 + c2) - a2 = 0 

[resp. c2y2 _ Y( - b 2 + a2 + c2) _ b 2 = 0] . 

The discriminant 8 ' is now always positive for a, b, and creal: 

8' = (a2 - b 2)2 + C2(C2 + 2(a2 + b 2)). (2.15) 

The unique solution reads 

c2 + b 2 - a2 
- ff 

X = --'-----::--....!...--
2c2 

(2.16) 

because for large c, X and Y have to be small. 
Here again we may introduce the hyperbolic parametri­

zation 

x = - (a/c)e - Vb (resp. Y = (b /c)e - Va) , 

2ac sinh Vb = c2 + b 2 - a2 , 

2bc sinh Va = c2 + a2 - b 2 , 

2ac cosh Vb = ff, 2bc cosh Va = ff . 

III. CASEJL = V,A. = ±p + 2 

(2.17) 

We treat here a case for which the F4 function takes a 
simple form, namely 

F4(a,{3,{3,{3; (1-~(; _ y) , (1-~(~ _ y)) 

= [(1- x)(1 - y)]a 2 FI(a,1 + a - (3;{3;xy). (3.1) 

Indeed 

a=A. +jt+v±p, {3=A. +jt+v+p, 
2 2 

r=jt+l, y'=v+l. 

The conditions r = y' = {3 imply JL = v, A. = ± p + 2, 

a = v + 1 +p, {3 = v + 1, 1 + a - (3 = 1 +p. 

Let us define 

for 

f ± = 1"" dt t q::p Jv(at )Jv(bt )H~)(ct) 

=.'!:- e - i1T/2 lim i"" t I 'fp dt Jv(at )Jv(bt) 
11r ~+ 0 

Ipl<~, v+ 1 +inf(O,+p»O, 
2 

(3.2) 

This last equation is obtained by replacing (1 - x)( 1 - y) by 
(( 'IJ - ic)/a)2x: 

f ± = (.'!:-)2 'fp aVb v e - (i1T/2)P11 'f I) (F (v + 1 + p) ) 
11r cP F(v + 1) 

(

X )v+ I 'fp 
X a2 2Fdv+l+p,l+p,v+l,xy). 

(3.4) 
At this stage we have to examine three different cases. 

(i) c<la-bl, x/a2=(l/ab)e-\ xy=e- 2Uc 

[see formula (2.5)]. Let Z = cosh Uc and ~ = eUc. Thus, from 

Q!«Z) = 2p.'eip.'1T[iT F(v' +jt' + 1) (Z2 - lym 
v F(v' + 3/2) ~v'+p.'+1 

X2FI(!+JL',v'+JL'+I,v'+P/~2), (3.5) 

where Q~:(Z) is the associated Legendre function, and set­
ting v' = v -! andJL' =! +p, we get at once 

2FI(V+ 1 +p,1 +p,v+ l,e- 2UC) 

=_I_eUc{V+I'fP)2±p-l12ei{±P-1I2)1T F(v+ 1) 
[iT F(v+l+p) 

X (sinh uc ) 'fp - I12Q J!! iJ2112(cosh uc ) (3.6) 
and 

1"" dt t I 'fp Jv(at )Jv(bt)[ Jp(ct) + iYp(ct)] 

=- -- smu ( 
2 ) [ 1 (ab ) ± p - I ( . h ) ± p _ 112 
i1r .,fi1i c ± p c 

X ei1Tj ±P - 112)Q 'fp + 112(cosh u )]e - (i1T/2)P(1 'f I) 
v- 112 c . 

(3.7) 
(ii) c > a + b. Now x/a2 = - l/abe - u

c. Thus a phase 
ei1Tjv + I 'fp) appears the remaining part does not change [see 
formula (2.5)]. Thus, 

1"" dt t I 'fp Jv(at )Jv(bt)[ Jp(ct) + iYp(ct)] 

( 
2) [ 1 (ab ) ± p - I ( . h ) ± P _ 112 = - SIn Uc 
i1r .,fi1i c ± p 

xei1Tj ±P - 1/2)Q J!!iJF2(cosh Uc)] 

Xe - (i1T/2)p(1 'f 1)ei1Tjv + I 'fp) . (3.8) 

(iii) la - b 1 <c <a + b, x/a2 = l/abii'l'c, and 
1m cos rpc <0 [formula (2.5)]. 

Let Z = cos rpc' To apply a formula like (3.5), 
(Z 2 _ 1) 1/2 has to be defined as e ± i1T/2( 1 - Z 2) 1/2 depending 
on the sign of 1m Z. In our case 1m Z is negative, thus 
(Z 2 _ 1)1/2 = e - i1T12 sin rpc(sin rpc > 0), 

Q~:(cosrpc -iO) 

= 2p.'eIL'1Ti F(v' +jt' + 1) e-{i1T/2)p.' 
F(v'+~) 

X ( 
, VJ.' i'l'clv' + 1" + I) sm rpcJ e 

X 2FI(! + JL',V' +JL' + l,v' + ~,ii'l'c). (3.9) 

(3.3) Using the property II 
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e-(i"'/2)JL'Q~:(X - iO) = Q~:(x) + (i1T/2)P~:(x), 
wherePJL: and QJL: are the Legendre functions on the cut, we 

" " get 

Loo dtt I =FP J,,(at )J,,(bt )H~)(ct) 

2 1 (ab)±P-I ( . )±P-I12 
=--- Stnf/J 

itT .,[iii c ± P c 

X {Q ,;~ijF2(cos f/Jc) + (i17'/2)P ,;~ij2112(COS f/Jc)} 
X e - (i"./2)p! I =F I) • (3.10) 

Note that the results for A = 2 - P agree with those 
already found. 12 In the special case A = 2 + p, /-t = v = p, 
one can obtain directly the result \3 and check our general 
formulas (3.7), (3.8), and (3.10): 

as A = p + 2 ,p, = v = p, ~(A + /-t + v + p) = 2v + 1 , 

~(A + /-t + v - p) = v + 1 , 

then 

(
-x 

F4 v+ 1,2v+ l,v+ l,v+ 1, , 
(l-x)(I-y) 

-y ) 
(l-x)(I-y) 

= [(1-x)(l-y)]2"+12FI(2v+ l,v+ l,v+ l,xy) 

= [(1 -x)(I- y) ]2,,+ I 

(l-xy) 
and 

Loo t I +" J,,(at )J,,(bt )H ~)(ct )dt 

2· (ab)"2" (17-iC)4,,+2 =_e- I11V12 --
i17' ( 17 - icf + 3" a 

X [_x_] 2" + I r(2v+ 1) 
l-yx r(v+l) (3.11) 

=~e-i11V(2abC)"[ x ]2V+ I 
r(2v+ 1). 

i17' (1 - xy)a2 r(v + 1) 

(i) la - b 1 > c , (1 - xy) = 1 _ e - 2uc , 

x 
---::---- = ----
a2(1 - xy) 2ab sinh Uc 4.1 

Moreover, 

r (2v + 1) = 2
2

" r (v + ~) , 
r(v+ 1) fii 2 

thus 

Loo dt t I +vJ,,(at )J,,(bt )H~)(ct) 

(
1)2-"-1 (1) 1 = -:- --(abc)"r v+- _ e- i11V . 

117' fii 2 (.:1 f"+ I 
(3.12) 

(ii) a+b<c, xla2= _e-uclab. Thus a new phase 
ei-n12" + I) = _ e2i11V appears and 
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LOO dt t I + "J,,(at )J,,(bt )H~)(ct) 

(
1)2-"-1 (1) 1 . = - -:- -- (abc)"r v + - __ -- e'1TV . 

117' fii 2 .:1 2,,+ I 

(iii) la - b 1 < c < a + b, x = (alb )ei'l'c , 

and 

Loo dt t I + "J,,(at )J,,(bt )H~)(ct) 

= -- (abc)" r v + - e - '1TVe'-n1" + 112) 2-,,-1 (1) .. 
i17'fii 2 

2-,,-1 (1) 1 
=--(abc)"r v+- --. 

17'fii 2 .:1 2,,+ I 

The general study would have given 

as a function of Q ~::: :~~ which is simple. Indeed 

e-i"'JL''''Q~:(Z)r (v' + n 
= 2 - v' + I fii r (v' + /-t' + I)Z - I - v' + /" 

(3.13) 

(3.14) 

X(Z2 _ 1)-(1I2)/,' F (1 + v' -/-t' 2 + v' -/-t' 
2 I 2 ' 2 ' 

v' + ~ ,Z-2). (3.15) 

Thus for /-t' = v' + 1, 2 FI = 1, 

e- i-n1v'+ I)Q:: + I(Z) 

= 2v'r(v' + I)(Z2 - 1)-(1/2)(,1+ I), for Z> 1 

e- i-n1v' + I)Q:: + I(Z _ iO) 

= 2,1 r (v' + 1)( 1 _ Z 2) - (112)(,1 + I)e + (i"./2)(v' + I) , 

for IZ 1 < 1. (3.16) 

Applying formulas (3.15) and (3.16) in the formulas (3.7)­
(3.10) for p = v, v' = v -~, we get, for c> b + a or 
c<la -b I, 

and 

= (sinh uc ) - (" + 1/2)2" - 112 r (v + !) 
(sinh Uc = 2J lab) 

e - i-n1v+ 112)Q ~~ l:f(cos f/Jc - iO) 

= (sin f/Jc) - (,,+ 112)2"- I12r (v + !)e(I".12)(" + 112) , 

for a + b > c > la - b I, sin f/Jc = 2.d lab. 

Thus for la - b 1 >c, 
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= (~) [_1_ (ab ) - Iv + l)cV(sinh uc ) - Iv + 1I2)e - i11'V 

l1T ,[iii 

=~_I_(abc)Ve ifTVr(V+-.!..)2-v-I 1 , 
l1T .,fii 2 (A )2>' + I 

X e + i17jv + 1I2)e - i"" 

= (abcIV2- V
-

Ir(v+ !) 
1T.,fii A 2v + I 

in agreement with formula 3.14. 
in agreement with formula (3.12) and similarly with formula 
(3.13) in the case a + b<c by adding the phase ei17j2v + I) 

= - e + 2i"". For a + b > c > la - b I, formula (3.10) reads All the results of this section are summarized in Table I. 

TABLE I. 

f'" (Jp(ct)} Jo dtt1'fPJv(at)Jv(bt) Yp(ct) , 

any real a,b,c. Case p = v is given for completeness. 

f'" dt t I-PJ (at)J (bt) {Jp(ct)} = ~ {iJab )P- I (sinh u lP-llle,njp- 1/21Q -p+ In(cosh u I{O} Jo v v Yp(ctJ 1r"\l1r cP cT v-l/2 cI' 

c<la-bl, 2abcoshuc=a2 +b 2-c2, 2absinhuc=J; 4J ~[?-(a-b)2][c2-(a+b)21. 

f'" dtt I-PJv(at)Jv(bt){Jp(ct)} = ~ IT (ab J
P

- I (sinh ucY'- Il2e'njp- 1/2)Q v--"1~1I2(cosh Uc){ - sin(v - P)1r} , 
Jo Yp(ct) 1r"\l 1r cP cos(v-p)1r 

c> a + b , 2Gb cosh Uc = c2 - a2 - b 2, 2ab sinh Uc = J . 

i"'d I-PJ( )J(b ){Jp(ct)}=~~ (ab)p-l (. lP_1I2{(1r/2)P;-"t~iI2(COS9'c)} 
tt vat v t Y( ) sm9'c' Q -P+1/2( )' o P ct 1r 1r cP v_ 112 cos 9'c 

la bl<c<a+b, 2abcos9'c=a2 +b 2 -c2, !ab sin 9'c =.:1 , 

2 2 2 1 [v + 1> ° (for Jp) 
4.:1 ~[?-(a-b)][(a+b) -cJ, P>-T' v+l-(p+lpll/2>O (for Yp). 

f'" dt t 1 +PJ (at)J (bt){Jp(ct)} = ~ IT (ab J -P- 1 (sinh u )-P- 112e -h>(p+ 1/21Q P': 112(cosh U){ sin 1rp } , 10 v v Yp(ct) 1r"\l 1r c- p c v 112 c -COS1rp 

c<la-bl, 2abcoshuc=a2 +b 2 -c2, !absinhuc=J. 

foo dt t I +p J (at)J (bt J{Jp(ct)} = ~ IT (ab) -p- I (sinh u ) -P - 112e -li .. /2)lp+ 1121Q p~ tl2(cosh u ){ - sin 1rV} , Jo v v Yp(ct) 1r"\l1r c- P c v 112 c COS1rV 

c>a + b, 2ab cosh Uc c2 
- a2 

- b 2, !ab sinh Uc = J . 

foo dttl+PJv(at)Jv(bt){Jp(ctl} =~ IT (ab)-p-l (Sin9'c)-p-1/2{ 
Jo Yp(ct) 1r "\I 1r c- P 

la bl<c<a+b, 2abcos9'c=a2 +b 2 -c2, ~absin9'c=.:1, 
2 

cos 1rPP~: lji(cos9'c)(1r/2) - sin 1rpQ~: l~i(cos 9'c)} 

sin 1rPP~: l~i(cos 9'c)(1r/2) - cos 1rpQ~: :~i(cos 9'c) , 

1 [v+ I +p>O (for Jp) 
P<T' ·v+l+(p-lpl)l2>O (for Yp). 

r dttl+VJv(at)Jv(bt){~~:I)} = 2~:;t (abctr(v+ !) (J)!V+l { ~::}, 
c < la - b I, 11'1 <! . 

r dtt'+VJv(at)Jv(bt){~i:))}=2~:;t(abc)Vr(v+ !)(J);V+I { :~::}, 
c>a+b, Ivl<!. r dt t 1 +vJv(at)Jv(bt){~~:~} = 2~:; 1 (abcrr(v+ !) (.:1 )!v+ I {~} , 

la-bl<c<a+b, Ivl<!· 
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IV. CASE ±p =J.l,A. = v+ 2 

For these values of A., J.l, v, and p, we use the factoriza­
tion formula 

F4(a,p,1 + a -p,p, (1 _~(; _ y)) 

a ( -X(l-Y)) = (1 - Y) 2 FI a, P,l + a - p, , 
I-x 

where 

a=v+1+J.l, P=v+1. 

Let us calculate then 

/ = 100 
dtt 1'+ IJ,Jat )Jv(bt )H(~1l (et) 

=.!:- lim (00 dttv+IJ,.(at)Jv(bt) 
Iff '7-'0+ Jo 
X e=F(i1T12)IlK,.(( 7] - ie)t), 

v<!, v+ 1 +inf{O,J.l»O, 

/= (~)e=F(i1T12l!l 2
v
a

ll
b

v 
r(v+ 1 +Jl) 

iff (7]_ie)2v+Il+2 r(l+Jl) 

X(1-y)V+Il+ 1
2F I(V+ 1 +J.l,v+ 1,J.l + 1, 

-X(l-Y)) , 
I-x 

/ = C! )ei17jV + l)e(i1TI2l!l[ I =F I] 

(4.1) 

X 2
v
a
ll
b

v 
r(v+1+Jl) (1- )V+Il+1 (4.2) 

(e)2v+2+1l r(l +J.l) Y 

( -~1-~) X~I v+ 1+J.l,v+1,J.l+ 1, ; 
I-x 

- x(l - y) = - x(l - y)2 = a
2 

(1 _ yf. 
1 - x (1 - xl( 1 - y) e2 

(i)e>a+b, _x(l_y)/(l_x)=e- zub, 

1 - y = (e/a)e - Ub. See formula (2.9a). From formula (3.5), 

2 FI(v + 1 + J.l,v + I, J.l + I,e - 2Ub) 

_ 1 Ub(V + I +,.) r (J.l + 1) - 1(1' + IIZ)"2 - 1'- 112 --e e 
,fiT r(v + 1 + Jl) 

X (sinh Ub)-v-IIZQ;~ ~j~(cosh ub). (4.3) 

Thus 

/= __ e __ e+(i1TI2l!l[I=F I] __ 
(

2) i17jv+l) b V 

iff .[iii (ae)" + I 

X (sinh ubI - 1'- II2{e-'lv + 112)1TQ;~ ~j~(cosh ubI} . 

(ii) e < la - b I, - x(l - y)/(l - x) = /ubsgn(a - b), 

(1 _ y) = e - (i1T12)[I-sgn(a - b)](e/a)eu .. gn(a - b) 

[see formulas (2.9b) and (2.13)]. One configuration is simple; 
namely, for a < b, (1 - y) = e - i1T(e/a)e - Ub. 

We still apply formula (3.5) and get the same result as 
before but for the phase e - i17jv + Il + I). We get 

/= - --(smhub )-v-1I2 (
2)e-(i1T12l!l[l±I] bV . 

iff .[iii (ae)" + I 

x{e- i(v+ 112)1TQ;~ ~~(cosh ubI} . (4.4) 

In the case a > b, formula (3.5) does not apply and we need 
the analytic continuation of 2 FI(a,b,e,Z) as linear combina­
tion of 2 FI (a',b ' ,e',Z -I); namely (Ref. 4, p. 108), 

2 FI(a,b,e,Z) = r (b - a) ( _ Z) - a 

r(e) rIb )r(e - a) 

X 2 F I(a,l + a - e,l + a - b,Z -I) 

+ rIa -b) (_Z)-b 
r(a)r(e-b) 

X 2F I(b,1 +b-e,l +b-a,Z-I), (4.5) 

a=v+l+Jl, 

b=v+1, 

e=l+Jl, 

a-e+1=v+1, 

a-b+1=J.l+l, 

l+b-e=l+v-J.l, 

1-a+b= -J.l+1, 

1m Z <0 [see formula (2.7)] , 

thus (- Z) = ei1T IZ I, 

2FI(V+ 1 +Jl,v+ 1,1 +Jl,/Ub) 

r(l + J.l) 

r ( - J.l) - i17jv + I + Il) - 2Ub(V + I + Il) --.:.....-'-'--e e 
r(v + l)r( - v) 

X2 Ft/v + 1 + Jl,v + 1,J.l + 1,e -
2U

b) 

+ r(Jl) e-i17jv+l)e-ZUb(V+I) 
r(v + 1 + Jl)r( - v +J.l) 

x 2F I(v+ 1-Jl,v+ 1, -Jl + 1,e- 2Ub). 

Now we apply safely formula (4.5) for each 2 FI in the right­
hand side to get 

639 J. Math. Phys., Vol. 26, No.4, April 1985 

2FI(V+ 1 +J.l,v+ 1,1 +J.l,/"b) 

r(l+J.l) 
1 e - i17jv + 1)2 - v - IIZ(sinh Ub) - 1'- 112e - ""Iv + I + Il) 

r(v+ 1 +J.l) 

xe-.1V+I12)1T[ r(-J.l) e- i1Tllr(J.l+1) 
r(v+ l)r( -v) 

XQv+1I2(coshu )+ r(Jl)r(l-Jl) 
1l-1/2 b r(-v+Jl)F(v+1-Jl) 

XQv_+IlI:'2112 (cosh UbI] , 
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b " e i(v + 112)1T12 
X------

(ae)V + 1 sin p1T 

X [sin vrre - i/l-1TQ;"!:: ~j~ (cosh Uh) 

+ sin(p- V)1TQ"_+/l-1~2112(cosh ubI] . 

Now 14 

Q~:(Z)sin(v' + p')1T + Q/l~v' 1 (Z)sin(p' - V')1T 

= 11'eI"1Ti COS V'1TP~:(Z). 

Thus 

Q V_+/l-l~2112(cosh ub)sin[ v - p + 1]17' 

and 

= 1Tei(V+ 1I2)1T cos[(p- !)1T]P;+ ~~(cosh ubI 

- Q;"!:: \j~{cosh uh)sin(v + p)1T 

/= _ (~) _I_ e +(i1T12}Jl(I=t=I)(sinh Ub)-v-1/2 
117' /iii 

X ~ [e + iV1T Q v + 112 (cosh U )e - ~v + 112)1T 
(ae)v+ I /l-1I2 b 

-1TP;+ ~j~(cosh ubI] . (4.6) 

(iii) la - b I < e < a + b, 

a2 Z - 2itpb I e
Z + b Z - a

Z I -(I-y) =e , 2a m cos qJb = 2 me, 
e2 e 

/ = C:)ei11\V + 1)e(i1T12)/l11 =t= l]2"aIlb Ve -/1-- 21' 2 

X r(v+ 1 +p) e itp,,(v+/I-+I) 
r(I +p) 

XzFt(v+ 1 +p,v+ I,p+ I,e-
2itpb

) , 

and 1m cos qJb sgn(b - a) is positive. 
We apply formula (4.5) in the case a < b. Indeed for 

Z=COSqJb .(Z2_I)1/2=eisgn(b-a)1T/2sinqJb· 

and 

[Z _ (Z2 _ I)'/2]1[Z + (ZZ _ 1)1/2] = e 2isgn(b-a)tpb. 

From formula 8.777.2 (Ref. 6, p. 1012), we get 

zF,(v+ 1 +p,v+ I,p+ I,e- 2itpb
) 

= _1_ itp,,(,,+ I +/l)(sin qJb) -,,- 112e - (i1T12Xv+ liZ) 

fii 
Xe-'lv + IIZ)1TQ;"!:: ~j~(COSqJb + iO) 

X F(p+l) 2-" 112 
r(v+ 1 +p) 

and 

/= _ ___ e+(i1TI2}Jl{1 =t=I] (sinqJb)-V-1/2 
( 

2 
) 

e'·n(v+ I) b v 

;17' /iii aV + lev + I 

X [Q;"!:: ~~(cos qJb) - (i1T/2)P;+ ~j~(cos qJb)] . (4.7) 

In the case a> b, we need either the aIlalytic continu­
ation formula (4.5) or the relation 
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2 F1(v + 1 + p,v + 1, p + I,e - 2itpb) 

= 2 F I*(V + 1 + p,v + I,p + I,e
Zitpb

) , 

where Z F 1* means the complex conjugate quantity. This 
yields 

2F1(V+ 1 +p,v+ I,p + I,/i9'b) 

= _1_ e - itpb(V + I + /l)(sin qJb) - v- 1122 - v- 112 

fii 
X F(p+I) [Qv+1I2(COs m ) 

r(v+l+pJ /1--112 Tb 

since in this case 1m cos qJb is negative. Thus 

Z F1(v + I + p,v + 1, p + I,e - 2/tpb) 

1 /tp"Jv+ 1 +/l)( . ) - v- 1122 -v- 1/2 =-e StnqJb 
fii 
X r(p + 1) [Qv"!:: 112 (cos m ) 

F(v+ 1 +p) /l 112 Tb 

- (hr/2)P;"!:: ~j~(COS qJb)] , 

and as expected the result is the same for a> b or b < a when 
la-bl<e<a+b. 

All the results of this section are summarized in Table 
II. Note that some integrals in Table II are i(lentical to others 
in Table I by the change V+-+fJ and b-c, which is a good 
check of our method. 

V. CASE A. 2,p p- v 

We have to consider integrals ofthe form 

I'" t dtJ/I- (at )Jv(bt ){J/l- v(et) + iY/l- v(et)} . 

They were already calculated by using another method in a 
previous work. 5 Here we give another way to get the results 
which gives a consistency check. 

and 

For this configuration 

(p + v + A. - p)/2 = v + 1 , 

(p + v +..1. +p)/2 =p + 1, 

F4( ~ P + v + A. + pI, 2..(..1. + p + v - pI, p + 1, v + 1 ; 
2 2 

(1-~(~ -y) , (I-~(~ -y)) 

with 

= (I-x)v+l(I-yr+1 

I-xy 

(
'TJ ie)2 ('TJ le)2 (l-x)(l-y)= -;- x= -T- y, 

'TJ small and positive. Thus 

A. Gervois and H. Navelet 
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TABLE II. 

i "" {J ±,,(et)} 
o dt t I +vJ,,(at)lv(bt) Y ±,,(et) 

and any real a,b,e. 

[
V+l+(,u±,u)lhO (forJ) 
v+l+(,u 1,uI)lhO (for Y) 

i '" dtt'+vJ (at)l (bt){J,,(et l } =..!.. II (ae)-V-I (sinhu l-v-'l2e-4v+112'''Qv:'::'I2(coshu J{ -sinV7r) 
o "V Y,,(et) 1T" 1T b -v b "lI2 b COSV7r' 

i '" dt t' +VJ (at)l (bt){J _,,(et l } ..!.. II (ael-
V

- ' (sinh u )- v-'/2e-~V+ II2)<rQV:':: 112 (cosh u l{ - sin(v + ,u)1T} , 
o "V Y _,,(etl 1T" 1T b -v b ,,1/2 b COS(V+,U)1T 

e>a+b, 2aecoshub=e2 +a2 b 2
, ~aesinhub=J. 

1"" t dt JI' (at )Jv(bt )H~'-- v(et) 

= lim (~) al'b v e - (;,,./2)( I' -v) 

>r>O+ i11' (TJ - ieY' + v + 2 

(l-xt+ 1(1_ yY'+ I 
X , 

l-xy 

= (~) al'b Ve - ;11(1' - v) (~)V-I'(~)I' + I _1_ . 
w e ~ l-q 

(5.2) 
Here again, three cases have to be studied. 

(i) e < la - b 1 , 
and 

x 1 -u -2u -=-e C xy=e C 

a2 ab' , 

(1 ~ x) = e - (i1l'/2) 1 I - sgn(b a)} 1 u. sgn(b - a) -e 
b ' 

where Ua and Uc are defined in formulas (2.5) and (2.8). 

1"" t dt JI' (at )Jv(bt )H~)- v(et) 

= (~) e -I'Uce + (v -I')u. sgn(b ::(i1l'/2)(V -1')(1 + sgn(b - all 

111' 2A 
(5.3) 
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(ii) e > a + b. In this case 

x + i1l' 1 - U c -=e -e , 
a2 ab 

1 -x 1 -u. --=-e 
e b ' 

and 

1"" tdtJI'(at)Jv(bt)H~) vIet) 

=(~) e-I'Uce-(~-I')UQei1TV (5.4) 

111' 2A 
(iii) la - b 1 <e<a + b, 

x 1 i'Pc 1 - x 1 - i'P. 2' - = - e , -- = - e xy = e ''Pc, 
a2 ab e b ' 

where (/Jc and (/Ja are defined in formulas (2.5) and (2.8). We 
thus get 

i
"" 1 i["'Pc- (I' -V)'Pb] 
tdtJI'(at)Jv(bt)H~) vIet) =- e , (5.5) 

o 11' 2A 
where tpa + (/Jb + tpc = 11', and A is the area of the triangle 
(a,b,e): 

A = 1 ~ (a + b + e)(a + b - e)(a - b + e)(b + e - a) 

= ! ab sin (/Jc =! be sin (/Ja =! ea sin (/Jb • (5.6) 
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Note that to recover easily the results of Ref. 5, we have to 
make the following change of notation: 

J.l-J.l' + v' , 

J.l - V-+J.l' , 

v-v', 

a-+C' , lPa-+<{Jc" 

b_b', lPb-+<{Jb', 

For instance, (5,5) reads 

L"" t dt J/J' + v' (e't).Tv' (b't )H~!(a't) = ei( v'9'.' -/J'9'.') /21T.:1 . 

(5.7) 

This method does not give the result for the integral 
So tJ/J (at ).Tv (bt ) Y/J + v (et )dt. This integral is calculated in 
the following paperJO by differentiating other known inte­
grals. 

VI. CASE A. = v + p - J.l + 2 

All preceding examples are results of the more general 
formula (1.10) 

F4(a,{3;y,{3; (1-~(; -y) , (1-~(: -y)) 

=(I-x)a(l-ytFI(a;y-{3,1 +a-y;y;x,xy), (6.1) 

which holds provided 

A. +J.l=v+p+2 

and corresponds to the calculation of 

L"" tV+P-/J+ IJ/J(at).Tv(bt)H~'(et)dt 

= 2v+P-/J+la/Jb v r(v+p+ 1) 1 ei-oiv+11 
e2v +p+2 r(J.l + 1) i1T 

(6.2) 

XF4(V +p + l,v + 1;J.l + l,v + 1; :: ' ~:). (6.3) 

The function FJ!. .. ;Z,z') is again an Appell function and it has 
a series expansion in powers of the two complex variables z,z' 
in the domain Izl < 1, Iz'l < 1, i.e., here 

Ixl < 1 and IxYI < 1 , (6.4) 

but in the absence of supplementary conditions on the in­
dices A., J.l,v, p nothing more can be said. We just add some 
comments on its existence. 

Because of the cyclic analytical conditions for F4 al­
ready quoted in the Introduction we can extend these re­
marks to regions b > a + e and a > b + e, i.e., for all configu­
rations when a, b, and e cannot be the sides of a triangle. 

We turn now to the case la - b I <e <a + b. We recall 
that (Sec. II) 

x = (a/b )i9'c, y = (b /a)i9'c , 

1 - x = (e/b)e - i9'. , 1 - y = (e/a)e - i9'. , 

where lP a' lPb' and lPc are again the angles opposite to sides a, 
b, and e. Here, 

FI (v + P + 1;J.l- v,v + p - J.l + 1; J.l + 1;(a/b )ei9'c, ii9'c) 
has a meaning as a double series when a < b, as the function 
FI(a; {3, {3';y;X,l) exists when Ixl < 1. It is no more true when 
a> b. Using the analytical continuation (Ref. 6 Page 1055, 
formula 9.183.1) 
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FI(a; {3, {3';y;Z,z') = (l-z)-P(1-z'jY-a- P' 

XFI(Y - a; {3,y - {3 - {3 ';r; z - z' , z,) , 
z-1 

we get here (z = x,z' = xy) 

FI = (e - i9'. ~ r-/J (1 _ e2i9'c)2/J - 2v- 2p- I 

( 
2' 2' xFI J.l - v - p; J.l - v, J.l - p; J.l + l;e - '9'b,e "Pc) , 

which is a convergent double series asFI(a; {3, {3 ';y; 1, 1) exists 
provided a + {3 + {3' < y, i.e., here A. + v + p > J.l + 1 or 
2(v + p - J.l) + 1> O. Collecting all these results, we get 

L"" t V+P-/J + IJ/J(at ).Tv(bt )H~'(et)dt 

= 2/J-P-V (!!!!...)/J-V-P-I 

1Te e 

X r(v+p+ 1) (sinlP )2iJ-lp-2v-1 

r(J.l + 1) c 

X ei-oi /J - pIe - iq,.( /J - pIe - i9'.(2/J - P - vI 

- 2i9'. 2i9'c) e , e , 

VII. CASE v = ± 1. p = ± 1 
In order to use formula 1.11, namely, 

F4(a,a + !,y,!,z,z') 

= !(1 +.JZ') - 2a 2 FI(a,a + !,y,z/(.JZ' + 1)2) 

(6.5) 

(6.6) 

+ !II -.JZ') - 2a 2,FI(a,a + !,y,z/(.JZ' - W), (7.1) 

we have to impose v = -! and p = ±!. We deal with 
Fourier transforms. We thus consider the integral 

f± = L"" dtt .l.- IJ/J(at).T_1/2(bt).T±1I2(et). 

For e > b + a we get the result by using the general formula 
(3.3) and the factorization, namely, 

(3..) ("" dt t.l. - IJ (at).T (bt )H(II (et)e - i"./4 
i1T Jo /J -1/2 ± 112 

= (~)2.1. - 2 ~ e(i"./21(.I. + /Jle - (i"./4)[ I ± IJ 

11T ~1Tbe 

X r (( J.l + A. )/2 - !)F (( J.l + A. )/2) [ 1 
r (J.l + 1) (e + b ).1. + /J - I 

X F (J.l + A. J.l + A. 1 1 a
2

) 
2 I -2-'-2--T'J.l+ , (b+e)2 

+ 1 F(J.l+A. J.l+A. 
(e - b ).1. + /J - I 2 I 2 ' 2 

- ~ , v + 1 , (b ~ e)2 )] . 

Actually it is simpler to note that 

J I/2(z) = sinz(~2hrz) 
and 

J_ 1/2(z) = cosz(~2hrz), 
so that 
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TABLE III. 

i~ dt t A- IJ,,(at)J_I/2(bt)J ± 1/2(et), A. +p,>~, 

and any real a,b,e. 

i~ dt t A- IJ,,(at)J _,dbt)J _,det ) = - r(p, + A. - l)r(A. - p, - I) ~ Sin[(A. - p,) ..!.]{ [p!"~IA(cos 11'+) + p!"~lA( - cos 11'+)] (sin 1p+)3/2-A 
o ~2'TTbc 2 

+ [p!"~lA(cos 11'_) + p!,,~lA( - cos 11'-)] (sin 1p_)3/2-A}. 

A. +p,> I 

i~ dt t A - IJ,,(at)J_I/2(bt)J +1/2(et) = - r(p, +A. - l)r(A. - p, - I) a
l

-

A 
cos[(A. - p,) 'TT

2 
]([ P~lA(cos 11'+) - P~lA( - cos Ip+)](sin 1p+)3/2-A 

o ~2'TTbc 

+ sgn(e - b)[p~lA(coslp_) - P!"~lA(coslp_)](sin Ipjl2-A} , 

a>b+e, coslp± = Ib±el/a, sinlp± =~az_lb±elz/a. 

i~ dt t A- IJ,,(at)J _,dbt)J_,det ) = ~; rIA. + p, - I)Sin[(A. + p,) ; ] {(sinh V+)I-AP A-!'2(COth v+) + (sinh v-!' -Ap A-!'2(COth v_)} . 

A.+p,>1 

i~ dttA- IJ,,(at)J _1/2(bt)JI/2(et) = - a
l

-

A 
rIA. + p, - 1)cos[(A. + p,) ..!.]{(Sinh V+)I-AP A-!'2(COth v+) + sgn(e - b )(sinh V_)I -Ap A-!'2(COth v_)} , 

o ~ 2 

a<le-bl, coshv± = Ib±ella, sinhv± =~Ib±elz_az/a. 

A. +p,>O 

i~ t A- I dtJ,,(at)J_,dbt)J_,det ) 

= ~~ I r(p, +A. _ 1)[ - Sin[(p, + A.) ; ] (sinh V+)I-Ap A-!'2(COth v+) + rIA. - p, - 1lv'21T sin[(A. - p,) ; ] (sin 1p_)312-A 

x{P!"~lA(coslp-) + P!,,~lA( - COSIp_)}] . 

A. +p,> I 

i~ t A- IdtJ,,(at)J_Idbt )JI/2(et) 

= ~~ I rIA. + p, _ 1)[ COS[(P, + A.) ; ] (sinh V+)I-Ap A-!'2(COth v+) + sgn(e - b )r(A. - p, - 1lv'21T sin [(A. - p,) ; ] (sin 1p_)312-A 

x{P!"~lA(coslp-) - P!"~lA( - COSIp_)}] , 

b+e>a>lb-el 

b + e. ~(b + e)Z - aZ 
coshv+=--, SlnhV+= ; Ib - el. ...:.,j~_a2~_~ITI_b-=-_-=-e~12 coslp_= ,Slnlp_= 

a a 

J -ldez}J -Idbz) 
= (lIv't1Tbez)[J -1/2((e + b )z)v'e + b 

+J_ 1/2(le - b Iz)v'le - b I] 
and 

J I/2(ez}J _1/2(bz) = (1Iv'21Tbez) [J1/2((e + b)z)..fC+b 

a a 

(7.3) 

LOO dt t A
-3/2 dtJI'(at}J ± 1/2(1b + Eelt) 

2A - 3/2a1' 

=---:----:--:-:--:-:-::-
1Tlb + EelI' + A - 1/2 

Xr((Jl +..t )l2)r((Jl +..t - 1)/2) 

r(Jl + 1) 

+ sgn(e - b }J+ldle - b Izlv'le - b I] . 
XCOS[{Jl +..t - ~ + !} ;] 

Function! ± ofEq. (3.2) is now simpler since 

loo t A
-3/2 dtJI'(at}J ± 1/2(lb ± elt)dt 

is well defined IS for a < Ib + Eel, E = ± 1, and 
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i"" dt tA. - 3/2JJ.l(at ";J ± 112(lb + Eelt) 

= 2A. - 3/21b + Eel ± 112 

aA.-1I2± 112 

x rHit + p - 1 + 1)/2)r((it - p - 1 ± 1)/2) 

r(t ± 1/2) 

xcos[(it- ~ ± ~ -p) ;] 

X F (it + P - 1 ± 1 _it--,p:.--_l-=±=-l 
2 I 2 ' 2 

1 .!.... Ib+EcI2 ) 
± 2' a2 ' 

for a > Ib ± cl, E = ± 1 . 

(7.5) 

For the sake of completeness, we may replace the hy­
pergeometric functions 2 FI by the associated Legendre 
functions. 

If a < Ic - b I, we use the formula (Ref. 14, p. 53) valid 
forO<Z < 1 

2FI(a,a + !,y,Z) 
= 2r-lr(y)Z(I-rJl2(1 _ z)(r- I - 2a)/2 

xPia-~r(1/~l-Z), (7.6) 

fora> Ic - b lor Ic + b I, we use the formulas (Ref. 14,pp. 53 
and 54) 

2 FI(a, /3,!,Z) 

= (1/.,fii)r(a + !)rlj3 + !) 
X2a+P-3/2(1 _ Z)11I2)(1/2 a-p) 

X [p~:'p~tA($) +p~2 P~I>~( - $)] (7.7a) 

and 

2 FI(a, /3,~,Z) 

= - (1/~1TZ )rIa - !)r(/3 !) 
X2a+P-712(1 _ Z )(112)(3/2 a-fJ) 

X [p~:'p~tA($) _p~:'fJatA( - $)]. (7.7b) 

For a < Ie - b I, we define cos Ve = Ib + Ecl/a, sinh ve 

~(b + EC)2 - a2 la, and we get 

Ib~/2 (00 dttA.-3/2JJ.l(at";J±1I2(lb+Eclt) 
21Tbc Jo 

= 2A.+J.l-2 aI-A. r(it +p)r(it +p -1) 
1T.,fii.JliC 2 2 

X (sinh Ue)l-A.p A.-~2(cosh ve ) 

Xsin(1T/2)[(1 ± 1)/2+it +pJ, 

with r (it ; p )r (it + i-I) 2A. ~ - 2 

=r(it +p 1). 

(7.8) 

For a> b + c, we define cos <p., = Ib + Ecl/a, sin <p., 
= ~a2 - Ib + Ecl 2 la, and get 
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Ib~/2 (00 tA.- 3/2J,.(at";J±1I2(1b+Eclt) 
21Tbc Jo 

aI-A. 
= - r(p +it l)r(it -p - 1) 

jiii.JliC 
X (sin <p.,)3/2 -A. [P!,,2 111 (cos <p.,) 

- EP!"':tA( - cos <p.,)] 

Xcos( [it - p - (1 =F 1)12]1T12) . (7.9) 

All the results of this section are summarized in Table III. 

VIII. CONCLUSION 

Some generalizations may be obtained by differenti­
ation with respect to parameters a, b, and c. For example, 

i'" tA.JJ.l+dat";Jv(bt)H~)(ct)dt 
= (l!... -~) i oo 

IA.-IJ (at)Jv(bt)HIII(ct)dt. 
a da 0 J.l p 

We can thus reach contiguous integrals, a consequence of 
contiguity relations both for F4 and 2 Fl functions. 

Another possible generalization is the calculation of the 
integral 

i"" tA. - IK,.(at )Kv(bt ";Jp(ct )dt , 

Re(it -I pl-Ivl +p»O, Re(a + b» IImcl 

by using again analytical continuation for the same factori­
zation cases. The F4 function has then the same variables 
- a2/c2

, - b 2/c2 as in the initial integral (Ll). When a, b, 
and c are real, no restrictions are necessary in the parameter 
space. Some simple examples are given in the following pa­
per. IO 

IW. N. Bailey, Proc. London Math. Soc. 40,37 (1936). 
2p. Appell and J. Kampe de Feriet, Fonctions hypergeometriques et hyper­
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3The most recent works on analytical continuation of F4 and its mono­
dromy group can befoundinJ. Kaneko, TokyoJ. Math. 4, 35(1981); and 
K. Takano, Funkcial. Ekvac. 23, 97 (1980). 

4A. Erdelyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Higher 
Transcendental Functions, Bateman Manuscript project (McGraw-Hill, 
New York, 1953), Vol. 1, p. 240. 
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61. S. Gradshteyn and 1 M. Ryzhik, Table of Integrals, Series and Products 
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'w. N. Bailey, Q. J. Math. 4, 305 (1933); W. N. Bailey, Q. J. Math. 5, 291 
(1934). 

8Reference 6, p. 1055, Formula 9; and Ref. 2, p. 23. 
9A. Erdelyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Table of 
Integral Transforms, Bateman Manuscript project (McGraw-Hill, New 
York, 1954), Vol. 1. 
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IIReference 4, p. 144. 
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13R. Askey, T. H. Koornwinder, and M. Raltman, "An Integral of Products 
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1966), p. 164. In Ref. 6, p. 1006, Formula 8.736.7, you have to replace in 
the rhs cos p:rr by cos vrr. 

I~G. Petiau, La Theoriedesfonctionsde Bessel (CNRS, Paris, 1955), p. 204. 
See also Ref. 6. 
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Integrals of some three Bessel functions and Legendre functions. II 
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Integrals ofthree Bessel functions of the form S; J" (at )J,,(bt )H11)(et )dt are calculated when 
J.L, v,p,a,b, and e are arbitrary real numbers. For this, use is made of the factorization of the Appell 
function F4 in two hypergeometric functions. Further simplifications occur if J.L = ± v or 
P = ± 1/2. New results are given, mainly when real a, b, and e satisfy the inequalities 
la - b 1 < e < a + b, which correspond to most physical situations. 

I. INTRODUCTION 

The integral S;t). - IJ,,(at )J,,(bt )Kp(et )dt was given by 
Bailey I in terms of the Appell F4 function2 provided 
Re(A +J.L + v ±p»O,ReA <5/2,andRe(e ± ia ± ib »0. 
It can be extended to the calculation of 
S;t). - IJ" (at )J,,(bt )Jp(et )dt, where a, b, and e are real pa­
rameters and e > b + a, which corresponds to the domain of 
convergence of the double series for F4 • This expression is 
not very tractable and the problem remains open when 
la - b 1 < e < a + b, a case encountered in most physical 
situations. 

In a companion paper denoted by I (see Ref. 3), we claim 
that,jor real A,J.L,V,p and real a,b, and e the expression 

fO t). - IJ" (at )J,,(bt )H~)(et )dt 

with 

and 

1. 2).-1 a"b" = 1m 
y-+o+ (r - ie)). +" +" 

Xr((A + J.L + v + p)/2) r ((A + J.L + v - p)/2) 
rip + 1)F(v + 1) 

XF(A+J.L+V+ P A+J.L+V-P. 
4 2 ' 2 ' 

a
2 b 2 ) J.L + I,V + 1; , , 

(e + ir)2 (e + ir)2 

H~)(z) = Jp(z) + iYp(z) 

(Ll) 

(1.2) 

a+b<e, A <5/2, A+J.L+v-lpl>O, (1.3) 

has an analytical continuation when the function F4 factor­
izes into products of hyper geometric functions of one vari­
able only. 

It is still probably true when A,J.L,V,p are complex 
numbers but we did not try to look at it. We have listed all the 
known factorizations of F4• All but one correspond to either 
one of the two changes of variables 

a2/e2 = -x/(1 -x)(1 - y), 

b 2/c2 = - y/(1 - y)(1 - x) 

or 

a2/c2 =X(1 - Y), b 2/c2 = Y(1 -X) 

with the involutive correspondence4 

al Chercheur CNRS. 

(1.4) 

(1.5) 

X= -x/(I-x), Y= -y/(I-y). (1.6) 

All the factorization cases for the change of variable 
(1.4) were studied in I. In the present paper, we are interested 
by the transformation which appears in the factorization for­
mulal •4•5 

F4(a,{J;r,y';a2/e2,b 2/c2) = 2FI(a,{J;r;XjzFI(a,{J;r';Y) (1.7) 

when a + f3 + 1 = r + y', i.e., 

A = 1. (1.8) 

In spite of condition (1.8), factorization (1.7) is not too 
restrictive as J.L,v,p remain arbitrary. By derivation, for ex­
ample, we may-at least formally--calculate integrals like 

100 

t 1- IJ,,(at )J,,(bt )H~)(et )dt, 

where I is a positive integer; it is simply a consequence of 
contiguity relations for the functions F4 and 2FI' 

This paper is organized in the following way. In Sec. II, 
we recall results for X and Y (Eq. 1.5) and discuss the general 
expression for A = 1 and any J.L,v,p (and 
1 + J.L + v - Ip 1 > 0). Function 2FI reduces to Legendre 
functions when J.L,v,p satisfy an additional condition. We 
study the case J.L = ± v (Sec. III) and the case p = ±! (Sec. 
IV) both for arbitrary real a,b,e and when a = b. Condition 
p = ±! corresponds to the Fourier transform of t -1/2 

XJ" (at )J,,(bt) which is not tabulated in the usual textbooks. 
Lastly, in the Sec. V, we indicate some possible generaliza­
tions (i) by analytical continuation [integral 
S; K,,(at )K,,(bt )H~)(et )dt ] and (ii) by derivation. 

The most general result is Eqs. (2.9) and (2.10). Specific 
cases are given in Tables I and II and formulas (5.2), (5.4), 
(5.5), and (5.7). 

II. GENERAL FORMULAS 

A. Pair X(1 - n = a2/c2, Y(1 - X) = b2/c2 

We recall briefly the results stated in I; X is a solution of 

e2X 2 + X (b 2 _ e2 
- a2) + a2 = 0, (2.1) 

where the discriminant 

8 = [(a + b)2 - e2] [(a _ b)2 _ e2] 

= a4 + b 4 + e4 
_ 2a2b 2 _ 2b 2e2 - 2c2a2 (2.2) 

is positive when e > a + b or e < la - bland negative when 
la-bl<e<a+b (triangle inequalities). We get Ybyex­
changing a and b: 
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(2.3) 
Y = (e2 + b 2 _ a2 ± ~)/2c2, 

where X and Y correspond to the same determination of $. 
This determination was found3 to be 

-~, if e>a+b, 

-i~(-t5), if la-bl<e<a+b, 

~, ifO<e<la-bl, 

where ..r denotes the positive square root. Introducing hy­
perbolic or trigonometric angles,6 we rewrite X, Y for the 
three cases in the following ways. 

(i) e>a + b, X = (a/c)e - Ub, Y = (b /c)e - ua, 

and O<X,Y<l, a2=b 2+e2 -2becoshua, 

b 2 = a2 + e2 
- 2ae cosh Ub. 

(2.4) 

(ii) la - b 1 < e < a + b, 

X = (a/e)e - i'Pb, Y = (b /e)e - i'Pa, 

a2 = b 2 + e2 
- 2be cos fP a' 

b 2 = e2 + a2 
- 2ae COS fPb' (2.5) 

and e2 = b 2 + a2 
- 2ab cos fPc' Note that 1 - Y = X*, 

where X * denotes the complex conjugate of X. 

(iii) O<e< la - b I, 

B. General formula 

From (Ll) and (1.7) we get the general formula 

X = sgn(a _ b )(a/c)eSgn(a - b )Ub, 

Y = sgn(b - a)(b /c)eSgD(b - a)ua, (2.6) 

where sgn t = + 1 (resp. - 1,0) when t> 0 (resp. t < 0, 
t = 0). When a>b, Ua = Ub + uc,a2 = b 2 + c2 

+ 2be cosh Ua, and X> 1, Y <0; similar formulas hold 
when b>a leading toX <0 and Y> 1. 

We shall also need X'(l - Y') = - a2/c2, 

Y'(1 - X') = - b 2/c
2

, already studied by Bailey.! No 
problem of determination occurs then and for every a,b,e the 
unique solution reads (e2 ----+ - e2

), 

X' = (e2 + b 2 - a2 - ..[If)/2c2, 

Y' = (e2 + a2 _ b 2 _ ..[If)/2c2, (2.7) 

wheret5' = [e2 + (a + b )2][e2 + (a - b )2] is always positive. 
With a hyperbolic parametrization 

Jlf' = 2ae cosh Vb = 2bc cosh Va' 

c2 + b 2 - a2 = 2ae sinh Vb' 

e2 + a2 
- b 2 = 2be sinh Va 

we rewriteX',Y' as 

X' = - (a/c)e- Vb, Y' = - (b/e)e- va. 

N.B. In the case a = b, we get 

X = Y = ~(1 - ~1 - 4az/CZ), when e> 2a, 

X = Y = !( 1 - i~4az /cz - 1 ), e < 2a, 

X' = Y' = !(1- ~1 + 4az/cZ), 'tI a,e. 

roo J (at)J (bt )H(1)(et )dt = a"b v r((l + f.t + v + p)/2) r ((1 + f.t + v - p)/2) e-i(1T/2)(P-I'- v) 
Jo I' v P 1Te l +I'+V r(p + l)r(v + 1) 

X zE{ 1 + f.t ~ v + p, 1 + f.t ~ v - p ; f.t + 1;X )2F{ 1 + f.t ~ v + p, 1 + f.t ~ v - p ;v + 1; Y)' 

(2.8) 

where X, Yare given by (2.3)-(2.6). 
We may note the following. 
(i) Both 2FI functions have imaginary parts when la - b 1 < e < a + b. The symmetry in the parameters a,b,e on one hand 

and indicesf.t,v,p on the other hand is by no means trivial though it surely derives from the analytical continuation for F4 (see 
Ref. 2): F4("';Z,z')----+F4("';Z/z',l!z'), i.e., F4( ... ;a2/2,b 2/c2}----+F4( ... ;a2/b2,e2/b 2) or equivalently, 2FJ!, .. ;X)----+2F!( ... ,1-X) or 
zEI( ... ;l - l!X) (see Ref. 7). 

(ii) When e > a + b, 0 <X < 1, 0 < Y < 1; both functions zE! are defined through a real series, hence are real; in that case, 
the separation between real and imaginary parts in (2.8) is obvious. 

(iii) Whene < la - b I,andforexample,a>b, wegetX> 1 and Y <O(Sec. II A). The function zEJ!, .. ;Y) isreal whenb>eas 
- 1 < Y < 0; in all other cases the analytical continuation of zEl ( ... ; Y) and 2FI ( ... ;X) has an imaginary part. Rewriting (2.8) and 

using the "angles" U and fP of Sec. II A, we get, provided f.t + v ± p > - 1, 

iooJ (at)J (bt ){Jp(et) }dt = al'b v r((l + f.t + v + p)/2) r ((1 + f.t + v - p)/2) XII, (2.9) 
o I' v Yp(et) 1TXCI +I'+v r(p+1) r(v+1) 

II = {C~S(1T/2)(P -f.t - V)}x zEI( 1 +f.t + v +p, 1 +f.t + v-P;f.t + l;~-ub) 
sm(1T/2)(p - f.t - v) 2 2 e 

X ,.. ( 1 + f.t + v + P 1 + f.t + v - P. + l' b - Ua) z.<.! , ,v ,--e , 
2 2 c 

c>a +b, 
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= {Re}xe- i(7T/2)(P-Jt-V) 1<'(l+p,+v+P l+p,+v-p. +l . .!!:...e-i'Pb) 
1m 2-'1 2 ' 2 ,p" c 

X~{l+p,;v+P, l+P,;V-P;V+l;~-i'Pa). la-bl<c<a+b, 

= {Re} X e - i(7T12)(P - P. - vi 1<' ( 1 + P, + v + P 1 + p, + v - P. + l'.!!:...e - Ub) 
1m 2-' I 2 ' 2 ' P, , c (2.10) 

X 1<' ( 1 + P, + v + P 1 + P, + v - P . v + 1. _ ~ Ua) a> band c < a - b 
2-'1 2 ' 2 ' , c' , 

and a similar formula holds when b > a and c < b a (exchange b and a and p, and v). No real simplification occurs in the case 
a=b. 

Remark: The same work can be done with Bailey's result and X', Y' pair as the function F4 again factorizes. To our 
knowledge, the expression in terms ofthe 2FI function does not appear in tables of Ref. 8. We have 

1'" JJt (at )Jv(bt )Kp(ct)cit 

= aI'b v r((l + p, + v + p)/2) r ((1 + p, + v - p)/2) ~ ( 1 + P, + v + P, 1 + P, + v - P . p, + l' _.E.- e - Vb) 
cl + Jt + v rlp+l) r(v+l) I 2 2" c 

X 1<' ( 1 + P, + v + p 1 + P, + v - P ; v + 1, _ ~ e - va), 
2-'1 2 '2 c 

ifp, + v-Ipl > 1. 

III. CASE P, = ± v 

A. General formulas for a ~ b 

Formula (2.8) simplifies when the indices p"v,p satisfy 
an additional condition. The simplest case corresponds to 
p, = ± v. We first notice that 

F (I + 2p. + p 1 + 2p. - P. 1 + II.;X) 
21 2 • 2 ' r-

= (1 - X) - p. ~{ 1 ; p. 1 ; p; 1 + p,;X ), 

where (1 - X) - p. may introduce a phase factor and the de­
termination of the power function corresponds to 
larg(l-X)I <1T. 

Now, we investigate the following three cases. 
(i)c>a+b.AsO<X, Y<I. 

~IC ;P, 1 ;P;1 +P,;X) 

= (1 - X r 12X - Jtl2 r (1 + p,)P ;-~ 1)12 (1 - 2X). 

whence formulas 

1<' ( 1 + 2p. + p 1 + 2p. - P. + 1;X) 
2-'1 2 ' 2 ;p. 

X 1<' (1 + 2p, + P 1 + 2p. - P.II. + 1. Y) 
2-'1 2 ' 2 ,,- , 

(
ab)-p. = r2(1 + p,) 7 P;-~ 1)12(1- 2X) 

XP;-~ 1)12(1 - 2Y), 

and 

F (1 +p 1 -P'l + ;X) 1<' (1 +p I-P'l 
21 2' 2' P, 2-'1 2' 2' 
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(3.1) 

P,;Y) 

= r(t + p,)r(l - p,{! r P;-~ 1)12(1- 2X) 

XP~_1)I2(1 - 2Y), 

where the P: are the Legendre functions on the cut and are 
real because - 1 < (1 - 2X), (1 2Y) < 1. We get then 

1'" JJt(at )Jp.(bt )H~)(ct)cit 
= r((1 + 2p. + p)/2) r ((1 + 2p. - p)/2) 

1TC 

X e - (i7T/2)(P - 2Jt)p ;-~ 1)12 (1 - 2X) 

XP;-~1)I2(1-2Y), (3.2) 

LX> JJt (at)J -Jt (bt )H~)(ct)cit 

= r((1 +p)/2)r((l-p)/2) 
1TC 

xe-i7TP12p;-~ 1)/2(1- 2X)P~_I)dl - 2YI. 

where. except for the phases e - (i1T12)(P - 2Jt). e - i11'pl2, all other 
factors are real. 

(ii) 0 < c < la - b I and, for example, a> b. Replacing c 
by c + i'TJ where 'TJ is small and positive, it is easy to see thatX 
changes to X - iO (small negative imaginary part). As X> 1 
we rewrite the power function as (I-XI-Jt 
= e - i7TJt(X - 1) -Jt and ( - XI -Jt = e - i7TJt(XI -Jt, 

2FIC ;P, 1 ;P;l +P,;X) 

= r(1 + p,)(X - lr12X -Jt12p;-~ 1)12(1 - 2X), 

~IC ;p, 1 ;P;I +p,;Y) 

= r(1 +p,)(l- Yr/2( - Y)-Jt12P;-~1)I2(1- 2Y), 
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where the P: are now the Legendre functions defined in Ref. 
9 and the arguments X = I - 2X, Y = I - 2 Yare such that 
Y>I [whence P;~1)/2(Y) is real] and 1'< -I [whence 
P ; ~ 1)/2 (X) has an imaginary part]. By taking care of the 
phase factors 

1i'(1+21l + P 1+21l-P'I+ ;X) 
2'1 2 ' 2 ' Il 

X F (I + 21l + P I + 21l - P. + I, Y) 
2 I 2 ' 2 ;j-l , 

= e - i1Tl'r2(1 + Il)(ab Ic2)-1' 

XP;~ 1)12(1 - 2X)P;~ 1)12(1- 2Y), 

~IC ;P, I ~P;I +1l;X) 

X2FIC ;P, I ~P;I-Il;Y) 
=r(1 +1l)F(I-Il)(blaf' 

XP;~1)I2(1- 2X)P;~1)/2(1- 2Y), 

whence the final result 

LOO JI' (at )JI' (bt)H ~)(ct )dt 

= r((1 + 2jL + p)/2) r((1 + 21l- p)/2) 
1T'C 

xe-i1TPI2p;~ 1)12(1 - 2X)P;~ 1)12(1 - 2Y), 

L'" JI' (at )J _I' (bt )H ~)(ct )dt 

= r((1 +p)/2)r((l-p)/2) 
1T'C 

(3.3) 

Xe - i1TPI2p;~ 1)/2 (1 - 2X)Pt,_l}/2 (1 - 2Y), (3.4) 

which holds both for a > b and a < b. We recall that the P: 
with a negative real argument is not real and may be calculat­
ed using, for example, the formula9 

P~( _ z) = e =F i1TVP~(Z) - (211T')e- i1T1' sin [1T'(v + 1l)]Q~(z), 
where now the P, Q in the rhs are real. 

(iii) la - b 1 <c <a + b. In that case ImX, 1m Y <0; 
thus Im( I - X) > 0, Im( I - Y) > 0 and with the correct de­
termination of the power function 

F(I-P I+P'I+II.;X) 
2 I 2' 2' r-

=r(1 +1l)(I-Xf'/2( _X)-1'/2P;~1)I2(1- 2X), 

(
I-P I+p. .) 

2FI -2-' -2-' I + Il, Y 

= r(1 + 1l)(1 - Yf'/2( - y) -1'/2p;~ 1)/2(1 - 2Y), 

where the P: are again the Legendre functions. 
We get again formulas (3.3) with the same phase factor 

e - i1T1' which occurs because the real positive variables are 
X(I- Y) and Y(I-X) [and not -X(l - Y) and 
- Y(I -X)]. Formulas (3.4) then hold also when la - b 1 

< c < a + b though, of course, none of the functions P: are 
now real. 

Results are reported in Table I (lines 1 to 6) for all cases. 
The variables X, Y have no very interesting meaning in terms 
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of the angles and hyperbolic angles qJ and u except when 
a = b (see below). In lines 5 and 6, we give the integrals 
SO'JI'J ±I'Kp which are already known I in terms of the F4 
function but not in this simple factorized form except when 
a = b (see Ref. 8). For the sake of completeness, we give in 
line 7 SO' KI'(at)K1' (bt )Jp(ct), which will be calculated in Sec. 
V (Eq. 5.2). 

B.Casea=b 

The results simplify when a = b and some were already 
known in case c> 20 (for examples, see Ref. 8, p. 675 and 
following). They are reported in Table II, lines I to 4. The 
difficulty comes in when c < 20, as now the argument 

1'= Y = i~4a2 le2 - I is pure imaginary and we have to go 
back to real arguments for practical purposes. This can be 
done by using Whipple's formula, 10 which gives in our case, 
setting sin qJ = c12a, 0 < qJ < 1T'12 (2qJ = qJ e), 

P; ~ 1)12 (i cot qJ) rr:::: e + i1Tpl2 - i1T14 . 
= "\j -;SlO qJ r (( I + 2jL _ p)/2) Q 1'-!;)2 (cos qJ - ,0), 

where the argument lies under the real axis. 
Now, we express Q in terms of the functions P,Q on the 

cut 11 

ei1Tpl4Q ;-pI2(COS qJ - iO) 

= Q ;- p/2(cos qJ) + i(1T'12)P ;-pI2(COS qJ). 

Recalling that qJ = qJel2, some easy manipulations give 

100 

J! (at )H~)(ct )dt 

and 

= _ _ i r((1 + 2jL +p)/2) 
ra r((1 + 2jL -p)/2) 

X [QI'-!;)2(COS qJ; ) + i; P 1'-!;)2(COS qJ; ) r 
Loo JI' (at )J _I' (at )H ~)(ct )dt 

r((1 + p)/2) r ((I - p)/2) 

ra r((1 + 2jL - p)/2) r ((I - 2jL - p)/2) 

[Q 
-p12 ( qJe) .1T'p -p/2 ( qJe)] X I' - 112 COST +'2' I' - 112 COST 

(3.5a) 

[Q 
-p12 ( qJe) .1T'p -p12 ( qJe )] 

X -1'-1/2 COST +'2' -1'-112 COST ' 

Ipi < 1. (3.5b) 

The final expression is given in Table II, lines 5 and 6. For 
p = I, the integral SO'JI'(at)J _1'(at)JI(ct)dt exists and is 
calculated by taking the limitp_1 of the real part of (3.5b). 
We get 

100 

JI' (at)J _I' (at )JI(Ct)dt 

= (l/1T'IlC) [sin JL1T' - sin 1l(1T' - qJe))' (3.6) 

which can be checked with Sec. IV of I. 
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TABLE I. Integrals 

f JI'(at)J ±1'(bt)Jp(ct)dt and f JI'(at)J ±,,(bt)Yp(ct )dt. 

Integral 

fJp(at)J ±,,(bt)Kp(ct)dt 

calculated by Bailey' is given for completeness. The P and Q functions are the Legendre functions. 

('" {Jp (ct)} t= r((I+2p,+p)/2)r((1+2f.l-P)/2){C~S(1T/2){2f.l-P)}P-~'/2(1_2.!!...e u')P;;~11/2(1-2..!?-e ua). 
Jo JI'(at)Jl'(bt) Yp (ct) d 1TC sm(1T/2) (2f.l-p) (P Icc 

r((l + 2p, + P)l2!((1 + 2f.l - p)/2) (~) {e-;'TPI2P;;~ 1)12 (I _ z: e - u.) P;;~ 1)12 (I + 2! e - u}o<c < la b 

rUI + 2p, + p)/2)r((1 + 2p, - p)/2) (Re,\ { - i"p/2p -p (I _ Z.!!... e -i'P') P - U (I _ Z..!?- e -i'Pa)} 
= 1TC ImJ e (P-11/2 C (P-1)/2 C ' 

i OOJ ( )J (b ){Jp (ct)}d _ r{(l+p)/Z)r((I-p)/Z) {COS1Tp/2 }p-I< (1_z.!!...e-U.)pI< (I_Z'!!'-e-Ua) at I< t t - . IZ (P-II12 11'-1112 
o p - Yp (ct) 1TC - sm 1Tp C C 

= rill + P}/2!~((1 - p}/Z) (~j {e- i"pI2p;;~ 1)12 (1 _ 2: e - u.) Pt;,- 11/2 (I + 2! e --ua)} 

_r((I+P}/2)r((I-p}/2)(Re){ --I"pI2p-p (1_2 a -i'P')pP (I 2..!?- -1'Pa)} 
- 1TC 1m e 11'-1112 -;;e 11'-1)12 - C e 

(i)c>a+b a2=b 2+c-2bccoshua • b 2 a2+c2 2accoshu •• c2=a2+b 2+2abcoshuc 

(ii)O<c<la-bl and a>b (exchange of a and b and exchange f.l--f.l in the case J"J_" if b>a) 
a2=b 2 +c2 +2bccoshua , b 2=a2 +c2 2accoshub , c2=a2+b 2 2abcoshuc 

(iiilla - b I <c<a + b a2 b 2 + c2 - 2bc cos !Po' b 2 = a2 + c2 - 2ac cos !Pb' C = a2 + b 2 - 2ab cos !Pc 

i '" J (at)J (bt)K (ct)dt = r (( I + 2f.l + p}/2)FlO + 2f.l - p}/2) P - p (1 + 2.!!... e - Vb) P - I' (I + 2.!!.- e - va) 
o I' I' P 2c 11'-1112 C (P-1)I2 C 

i "'J(at)J (bt)K(ct)dt= r((I+p)/2)r((l-p}/Z)p_" (1+2.!!...e- Vb)pP (I+z"!?'-e- va) 
0" -I' P 2c 11'-11/2 C 11'-1112 C 

i "'K(at)K(btIT(ct)dt= r((l+Zp+p)lZ)~I"I'Q_1' (1+2.!!...e- u')Q-1' (1+2"!?'-e-Va) c2 +b 2_a2 2acsinhv 
0" I' I"p C r((1+2p-p}/Z) (P-1)/2 C 11'-1)12 C ' .' c2 + a2 b 2 2bc sinh va 

(i) 

... 1+2p+p>0. forJp ' 
(u) wIth 

1+ 2f.l- [PI >0, for Yp . 

(iii) 

(i) 

1 + p>O, for Jp ' 

(ii) withl_[PI>O, for Yp. 

(iii) 

withl+2f.l-[P1>0 

with I - [PI >0 

with I +p-2Ipl>0 
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IV. Casep = ± i 
We can restrict ourselves to p = +! as H(!!.1I2 

= - iH \1)2' We get the sine (and cosine) Fourier transforms 

of Jp. (at )Jv(bt)/ It which are not listed in the usual 
books.B

•
12 

We use the definitions J3 

~I(a,a + !;y;z) 
= 2r- IF(y)z!l- r)12(1 _ z)(r- I - 2a)/2 

XP~;!r(1/~I-z), (4.1a) 

which is valid everywhere except when z is real and z < 0 or 
z> 1. 

For X < 0, it becomes 

~I ( a,a + !;r;X ) 
= 2Y- IF(y)( _ X)(l-r)/2(1 -x)(r- 1-2a)l2 

XP~a--:!y(1/~I-X). (4.1b) 

We shall need a third possibility X> 1 (actually X stands for 
X - iO with X> 1). Using (3.1a) we have 

~I (a,a + !;y;X - iO) 
= 2Y-IF(y)X(I-r)l2(X _ 1)(r- I- 2a)/2 

Xei(1T12)(r- I- 2a)p ~a-! r ( - i( 1/~X - 1 + iO», 

where the variable is on the imaginary axis. Using again the 
Whipple formula, JO we get a Legendre function of 

1/.JY + iO, 

p ~a-! r [ - i ( 1/ ~X - 1 + iO) ] 

iei1rl,2a-y) ~. (X _ 1)1/4 = -e11T14 __ 
F(2y- 2a -1) 1T X 

X Q Y-2a-1I2(_I_ + iO) r- 3/2 .JY 

and Q near the cut is replaced by functions on the cut 

Q r- 2a-I12( 1 + '0) r- 3/2 .JY' 

= e(3i1T12)(r - 2a - 112) [Q r - 2a - 112(_1_) 
Y- 3/2 .JY 

.1T py _ 2a _ 112( 1 )] -'T y-3/2 .JY' 

whence 

2FI (a,a + !;y;X - iO) 

= 2r - 1F(y) fiX (l-r)l2 
F(2y - 2a - 1) '\j 1T 

xIX _ 1)(r- 1 - 2a)l2(X,;: 1) 114 

xe'11T/2)(2r -4a-I)x [Q~=~~2-112( ~) 

- i.!!...pr- 2a - 1I2(_I_)] X> 1. (4.1c) 2 r- 3/2 .JY' 

Going back to our original problem, we rewrite the general 
formula (2.8) when p = ! 
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fO Jp.(at )Jv(bt )H~~2 (ct)tit 

= _ap._b_v_ r((p, + v + 1/2)12)r((p, + v + 3/2)12) 
1TCI +p.+v r(p, + l)r(v + 1) 
X e - i(".I2)1112 - I' - v) 

l?(,u+v+ 1/2 ,u+v+3/2. + I;X) 
X2"1 2 ' 2 ;,u 

F (,u + v + 1/2 ,u + v + 3/2. + 1, Y) 
X 2 I 2 ' 2 ,v , , (4.2) 

which we express in terms of the Legendre functions in the 
three cases. 

(i) When e>a + b: O<X,Y < 1. Then, from (4.1a) 

2F t ( ... ;X )J"t( .. ·;Y) 

=2I'+vr(,u+ 1)r(v+ 1)X-p.12 

X(l- Yj-p.12 y -v/2(I_X)-V/2 

1 P _ I' (_1:...-.-) X v-1/2 
4~(1-XI(1- Y) ~1-X 

xP p.-~1/2( 1 ), 
~1- Y 

100 

J I' (at )J v (bt )H \~2 (et )tit 

= _2p._+_V _r....!.((,u~+_v_+7;;1/;::2=)/2::;);:;r:;:((,u=;+:;::v_+:...-:..3/_2)!:.../2;...!...) 
1Te 4~(I-X)(1-Y) 

xP V-~II2(~)P p.-~1I2(~). 
as 1 - X = (b !c)eu

., 1 Y = (a!c)eUb, and Uc = ua + Ub' we 
get 

roo Jp. (at )Jv(bt ) {JI/2(Ct ) }dt 
Jo YI!2let) 

21' + v e - (u. + ub)l4 

1T -JC 4raF 
Xr (,u + v

2
+ 1/2) r (,u + v

2
+ 3/2) 

xP V-~II2(~ e-
U

/

2
)p p.~1/2($e-U¥2) J 

(
COS(1T /2)(p, + v - 1/2)) 

X sin(1T/2)(p, + v _ 1/2)' (ua + ub = uc ), (4.3a) 

where the arguments in functions P are real and larger than 1 
so that the P: are real. 

(ilj la - b I < e < a + b: Taking care of all the phases and 
using (4.7a) again, as 1m X < 0, 1m Y < 0, we get similarly 

roo JI' (at )Jv(bt ){JI/2(ct) }dt 
Jo Y1!2lct) 

21'+ v 1 

1T -JC 4raF 
xr(,u + v

2
+ 1/2) r(,u + v

2
+ 3/2) 

X (~j {e - (;/4)('P. + 'P,,) e - i("./21(1I2 - I' - vI 
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xP v-~1I2 (~- i'l'O/2)p I' vll2 (...Jfe -i'l'bI2)}. 

(4.3b) 

(iii) 0 < e < la - b I and,for example, a> b: 
X = (a!c)e"b, X> 1 (and actually X stands for 

X -iO), 
Y = - (b !c)e - u., Y < O. 

The second J"I function is written explicitly with (4.Ib) and 
the first 2F, with (4.1c). We get finally 

J"l(· .. ;XhFt(···;Y) 

= 21' + vr(p, + l)r(v + 1) fIt _ Yj-v12 
r(p, - v + 1/2) '\j 1T 

X(I - Yj-fJl+ 1/2)12p ;;~II2( 1 ) 
~I- Y 

xX - p./2(X _ 1) - (v + 112)12( X ~ I y/4 

-i1TV[Q-V ( 1) .1T p _ v ( 1 )] Xe I' - 112 .JX - '"2 I' 112 .JX ' 
whence 

r'" JI'(at)Jv(bt){Jldct)}dt 
Jo YI !2Ict) 

21' + y r ((p, + v + 1/2)/2) r {(p, + v + 3/2)12) 
=--

1T{(iC r(p, - v + 1/2) 

X ~(~j{e - i("./2)(1/2 -I' + v) 

xP -v ($ U1I'2) 1'-112 -e 
a 

X [Q -y ytc -U¥2) .1T -112 -e -I-
I' a 2 

XPp.-~1I2( :e-
U

¥2)] 

(ua - Ub = uc ) a>b, (4.3c) 

and a similar formula when b > a, by exchanging a and b, ,u 
andv. 

In the derivation, many phases appear and we have pre­
ferred to verify these formulas for v = 1/2 as the integrals 

roo Jp. (at) {Sin(tU) }dt 
Jo t cos(tu) 

are known12
• Part of the proof is sketched in Appendix A. 

v. POSSIBLE GENERALIZATIONS 

We investigate two kinds of generalizations. 

A. Analytical continuation 

From the identity 

(2 sin 1T,u)/1TKp. (at) 

= e- i1TP/2J _I' (e - i1rI2at ) - ei1rp./2Jp.(e i1T1'12at ), (5.1) 

we can calculate the integral 
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1"" t Jt - IK/L (at )Kv(bt )H~)(et )dt 

in terms of the Appell function 

F(A+J.t+V+ P A+J.t+V-P. +lv+l' 
4 2 ' 2 ",J.t, , 

_ a
2 
-~) 

e2 ' e2 ' 

at least when 

Re(a + b» IImcl-
For A = 1, F4 factorizes into two ~I functions; the same 
work as above may be done with the pair X'(1 - Y') 
= - a2/c2,Y'(I-X') = - b 2/c2,whichwaspreviouslyin­

troduced by Baileyl for the integral So J/L (at )Jv(bt)Kp (et )dt, 
the main results being indicated in Sec. II A. In that case, the 
analytical continuation for real a,b,e, is straightforward; we 
have 

X' = (e2 + b 2 - a2 -18)/2c2, 

Y' = (e2 + a2 - b 2 -18)/2c2, 

{j' = (e2 + b 2 _ a2)2 + 402e2 

= [e2 + (a + b )2] [e2 + (a _ b )2], 

and X', Y' are real negative for every real value of a,b,e. 
The general formula is a lengthy sum which is of no use 

here. It reduces drastically when J.t = v (which gives the 
same result as J.t = - v, as Kv = K _ v), After some tedious 
manipulations we get 

1"" K/L (at)K/L (bt )Jp (et)dt 

=..!... r((1 + 2J.t + p)/2) Q -/L (1- 2X') 
e r((I-2J.t+p)/2) (P-1)/2 

XQ;~I)I2(I-2Y')e2i1r/L, (5.2) 

where the Q:e- i1rU are real as 1- 2X', 1 - 2Y'> 1. This 
formula is a generalization of that of Ref. 8, page 668 (for­
mula 6.513.5) for a = b. The expression for the otherintegral 
So K/L(at )K/L(bt )Yp(et)dt is more complicated and wedo not 
give it here. 

B. Derivation 

As we pointed out in the Introduction, we may obtain 
the values of the integrals when A is raised by one or more 
units, by derivation with respect to one of the parameters 
a,b,e. It is always theoretically possible, but it is interesting 
only in simple cases. 

For example, one can verify easily that 

L'" tJ/L (at)J/L + I (at)Jp (et )dt 

= (f!:... - ..!...~)i""J2(at)J. (et)dt, 
a 2 da 0 /L P 

1'" tJ!(at )Jp(et)dt 

= (p + 1 + ~)i'" J! (at)Jp + I (et )dt, 
e de 0 

652 J. Math. Phys., Vol. 26, No.4, April 1985 

1'" tJ/L (at )J/L + I (at )Kp (et )dt 

= (f!:... _ ..!...~) ("'J2(at)K (et)dt, 
a 2 da Jo /L p 

1'" tJ!(at)Kp(et)dt (5.3) 

= - -p-- + - J! (at)Kp + det )dt, ( + 1 d)i'" 
e de 0 

1'" tK! (at )Jp (et )dt 

= p-- + - K!(at)Jp+l(et)dt, ( + 1 d)i'" 
e de 0 

and 

L"" tK/L (at)K/L + I (at)Jp (et )dt 

= (f!:... - ..!... ~)i"" K 2 (at)J. (et )dt. 
a 2da 0 /L p 

The integrals on the rhs are known and tabulated in Table II. 
Those on the Ihs are calculated using 

(r - 1)~P~(z) = (v + J.t)(v - J.t + 1).rzr=TP~ - I 
dz 

- J.tzP~(z) 

= vzP~(z) - (p, + V)P~_l (z), 
d 

(1 - x 2
) dx P~(x) = - vxP~(x) + (v + J.t)P~- I (x) 

= (p, + v)(v - J.t + 1)/1=7 P~ - I(X) 

+ J.txP~(x), 

and identical relations for Q~(z) and Q~(x) (see Ref. 9). The 
four last formulas of (5.3) give known results (see Ref. 8), 
pages 672-73, formulas 6.522.7-1.2 and 8). The first two 
formulas are not tabulated to our knowledge and are new. 
They give different results, according whether e> 2a or 
e<2a. 

We get 

L"" tJ/L (at )J/L + 1 (at )Jp (et )dt 

= ~ r((3 + 2j.t + p)/2) (1 _ 40
2

) -1/2 

e2 r(( - 1 - 2j.t + p)/2) e2 

XP;~1)/2 (~ 1- ~2) 

XP -/L-I (·~1 402 

(p - 1)/2 -V' - 7 )' 
e>2a, 

= _1_ r((3 + 2j.t +p)/2) (1 _ ~)-1I2 
211"a2 r(( - 1- 2j.t +p)/2) 402 

X k /L-:~;2 (~ 1 - ~2) 
XQ;!'{;2 (~ 1- ~2) 
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(5.4) 

and 

fa'" tJ! (at}./p (et )dt 

= 1. F((2 + 2p + p)/2) (I _ 402
) -1/2 

e2 F(( - 2p + p)/2) eZ 

X P Plf( ~ I _ ~2) 

XPplf-I(~ 1- ~2). 
e>2a, 

_1_ F((2 + 2p +p)/2) (1- ~)-1/2 
21Ta2 F(( - 2p + p)l2) 402 

X {p P-~1/21)/2(U)P P-!'IJ21)/2(U) 

+ Q P-!'IJ21)/2(U)Q p-!'I/i1)/2(U)}, 

u=,,fl-e21402, e<2a. (5.5) 

Another application is the derivation of the integral 

~) 
X fa"'Jp(at}./v(bt)Yp+v_det)dt, (5.6) 

which could not be calculated with the methods of Refs. 3 
and 6, while JtJpJvJp + v,JtJpJvJv _ p' and JtJpJv Yv _ p 

were determined. The details of the calculation are reported 
in Appendix B. We have 

JO'tJp(at }./v(bt )Yp + viet )dt 

(aPb v/21TcP+, [F(P + v)lF(p + I)F(v + I)] 
= (lIA ){PzPl(P + v,l;v + I,Y) 

+ V2FI(P + v, liP + I;X)}, 

e>a + b, 

= (llii )Im{p2FI(P + v,l;v + I,Y) 

+ V2FI(P + v, liP + I;X)}, 

la - b I < e < a + b, 

= - (pIA )[zPl(P + v,l;v + I;Y) 

- 2FI(P + v,l;v + 1 - X)] - (cos 1TVIA) 

xe-VUa-PUb cP+ V F(P + l)F(v+ 1), 
aPb v F(P + v) 

a>b and e<a-b 

(5.7) 

and a similar result for b > a, e < b - a (exchange of p and v 
and a and b). We have set 

2A = ab sinh UC ' 2.J = ab sin fPc- (5.8) 
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APPENDIX A: CHECK OF FORMULAS (4.3) FORp =-i 
We give only verification for e < la - b I, a> b, i.e., for 

formula (4.3c): 

I = fa'" Jp (at }./1/2 (bt )H\~2 (et)dt 

= _1_ ("" Jp (at) {e i{b - cIt _ ~(b+ CIt}. 

1TJ!iC Jo t 

From Ref. 12, we get 

1= (lI1TpJ!iCJ[e-iparcsin[(b ella] _ eiparcsin((b+ella]] 

Now, from (4.3c), it reads 

1= 21'+1/2 IT F(p/2+ 1I2)F(P/2+ I) 

1T.JOc \j 1T F (P) 

with 14 

X e i("./2lil - p)P - 1/2 ( EeUb12) 
p-I/z\ja· 

X [Q;;~1i2($e U
b

/
2

) 

-i~Pp-~~;2($-e Ubl2)] , 

P p-~~~(x) 

i 1 =------
fiiilt 4JI=XI 

X [(x + i..ff=?r - (x - i..ff=?r], 

Qp-~~;2(X) 

1 E 1 I 
= '2 \j '2 It 4..ff=? 

X [(x + i..ff=?)-P + (x - i..ff=?)-p], 

and the duplication formula 

F(P/2 + !JF(p/2 + l)IF(P) =p#12P. 

Collecting all these results, we get for the integral 

1= (1I1T1tJ!iC)2 sinp,{}1 [sinp82 - i cosp82 ] 

= (lI1TpJ!iC)[e- ip(e, e,) _ eip(e, + e,)], 

where 

cos 8 1 "felaeUblZ, sin 82 = "felae - ub12. 

The equality between the two expressions results from a 
straightforward application of the relation 

sin(81 ± (2) = (b ± e)la. 

Forc< la b 1 butb>a, 

Loo Jp (at }./1/2 (bt )H \~2 (et )dt 

1 {_ ip"./2 [ a ]P 
= 1TPJ!iC e b _ e + "f(b _ e)t _ a2 
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e¥'1T12[ b + e + J(: + ef _ a2 r} 
Formula (4.3c) exchanging a and b and J.t and v gives 

21' + 1/2 r/J.t12 + !)F/J.t12 + 1) 

1T.Jbc r(1 - J.t) 

x~e- i1Tl'12p 0- 1'( fru
al2) 

X [Qo-l'(fr- uaI2) - i; PO-I'(fr ual2)] 

= 1TJ.t~ e - il7l'12 ( tan ~tr [ ( tan;) - I' 

- cos J.t1T ( tan ~2 r -i (tan; r sin 1TJ.t ] 

= _1_[e - il71'/2( tan a 1/2 )1' 
1TJ.t.Jbc tan a 2/2 

eil7l'/2(tan a l /2 tan a2/2Y"], 

where 

cos at = M eUa12, cos a2 = M e - Ual2. 

Using tan a = J (1 - cos a)/( 1 + cos a), it remains to verify 
that 

( 
1 - MeU

a/2 )1/2(1 ± Me - Ua12) 1/2 

I + Jc/b eU
a/2 1 + Jelb e - U

al2 

a 
= -:------;:::;::::==:;;::=:::;;­

b + e + J(b + el2 
- a2 

This completes the proof. 

APPENDIX B: CALCULATION OF 
1= f'OtJI' (at)J" (bt)rt:'+ ,,(ct)dt 

Starting from Eqs. (2.8HS;6), we rewrite I as 

I _ ir /J.t + vI (J.t + v-I _!!.) 
- 1Tr(p + l)r(v + 1) e de 

[ 
al'b" 

X cI'+v+ 17!'1/J.t + v,l; 

J.t + l;X)7!'t/J.t + v,l;v + 1;Y)) 

ir /J.t + v) (J.t + v-I d) 
= 1Tr/J.t+ l)r(v+ I) e - dc 

X [a-I'b -vcl'+v-IXI'(I_X)V 

X7!'I/J.t + v,l;.u + 1;X) 

X yV(1 - YY" 7!'1/J.t + v,l;v + I;Y)), 

where X, Y are defined in Eqs. (2.3H2.6). 
Using 

~XI'(l -X¥, -zFl/J.t + v,l;.u + 1;X) 
dx 

J.tXI'-I(l-X)"-1 

we have now 
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1= _ ial'b" r(p + vI 
cI'+V+I11"r/J.t+I)r(v+l) 

[
aX J.t 

X 2FI/J.t + v,l;v + l;Y) 
ae X(I-X) 

+ ay v 7!'t/J.t + v,l;.u + 1;X)]. 
ae Y(I- Y) 

We examine the three cases one by one. 

m e>a+b. As X=(ale)e- Ub and loecoshub 
= e2 + a2 - b 2, we have ax lac = - eX(1 - X)/:zJ and 

similarly aYlac= -eY(I- Y)I:zJ, where $" =4.3 
= lob sinh Uc = 2be sinh Ua = 2ca sinh Ub, 

1= i'!:b v r/J.t + v) 
211"AcI'+v r(p + l)r(v + 1) 

X [J.t 7!'1/J.t + v,l;v+ l;Y) + v7!'t/J.t + v,l;.u + 1;X)], 

as 0 <X < 1, 0 < Y < 1 both functions 7!'t are real and I is 
pure imaginary. We recover the result of Ref. 6 

100 

tJI' (at ).I,,(bt ).II' + v(ct )dt = O. 

(ii) la-bl <c <a+b: From X = (a/c)e - i'l'b and 
Y = (b /c)e - i'l'a we get 

ax ieX(1 -X) ay icY(I- Y) 
a;= 2A a;= 2A ' 

where FS = 4A = lob sin lPc = 2bc sin lPa = 2ca sin lPb 
and A is the area of the triangle with sides oflength a,b,e. We 
have 

1= al'b v r/J.t + v) 
211"AcI'+v r/J.t + 1)F(v+ 1) 

X [J.t 2FI/J.t + v,l;v + I;Y) 

+ v 7!'t/J.t + v,l;.u + 1;X)]. 

AsX and Yare complex numbers, the functions 2Ft are com­
plex numbers too. We can separate real and imaginary parts 
by using the analytical continuation 7 

7!'t(P + v,l;v + I;Y) 

= - (vlJ.thFI/J.t + v,l;.u + 1;1 - Y) 

+ r(p)F(v+ 1)(1_ y)-I' 
r(p+v) 

X 2Ft(1 - J.t,v;1 - J.t;1 - Y). 

Remembering that 1 - Y X *, the above expression reads 

whence as 

(aI'b vld'+V)(I- y)-I'Y v=ei(V<P.-I''I'b), 

I = ~1\V<Pa - l''I'b) + i..!- al'b v r /J.t + vI 
211"A ..:111" d'+V r/J.t + 1)F(v + 1) 

Xlm 7!'t/J.t + v,l;.u + 1;X) 

or, in a more symmetrical way, 
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I-~s(~ _ ) _i_ F(,u+v) aPb" 
- 217".1 ({Ja l"({Jb + 2.117" F(,u + I)F(v+ 1) d'+" 

X Im[ v :zf'1(,u + v,I;.u + I;X) 

+ I" :zf'1(,u + v,I;v + I;Y)]. 

Again, we recover6 

100 

tJI' (at )J,,(bt)J1' + ,,(et}tit 

1 
= ----cos(v({Ja -1"({Jb)' 

2.117" 
(iii) a> b, a-b> e: If 

X a Ub 
=-4! , 1 X - b U a - - --4! , 

e 

Y b- u = ---e 0, 
c 

ax eX(I-X) 
Tc= 2J 

e 

1 - Y_ a -Ub --4! , 
e 

ay eY(I- Y) 
Tc= 2J 

where again 4J =../8; then 

1= _ ia:b " F (,u + v) 
217".1d'+" F(,u+ I)F(v+ 1) 

X [I" :zf'1(,u + v,I;v + I;Y) 

+ V:zf'l(,u + v,I;.u + I;X)]. 

Though X, Yare real, at least one of them, X, has a modulus 
greater than 1. Then the term in bracket is not real. As 7 

2Fl(,u + v,I;.u + I,x) 

655 

= -!!:..:zf'1(,u +v,I;v+ I,I-X) 
v 

+ F(,u + I)F(v)e- i1TV(X _ 1)-" 
F(,u + v) 

x:zf'l(1 - v"u;I - v;I -X) 

= - !!:..:zf'1(,u + v, I;v + 1,1 - X) 
v 

+ F(,u + I)F(v)e- i1TV(X _ I)-"X-I' 
F(,u + v) 

= -!!:..:zf'l(,u+v,I;v+ I;I-X) 
v 

+ 
-i1TVF(,u + I)F(v) d'+" -VUa-I'Ub e ---e, 

F(,u + v) al'b" 
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and 
ie - i1TV _ VU

a 
-I'Ub 

1= ---_-e 
217".1 

iaPb" F(,u + v) 

217"Jd'+" F(,u + I)F(v+ 1) 

X [1":zf'1(,u + v,I;v + I;Y) 

-1":zf'1(,u + v,I;v + 1;1 - X)]. 

As the real part is known6 and reduces to 

_ (sin 17"v/217"J )e - VUa -I'Ub, 

the term in brackets is real and the imaginary part of I reads 

COS1TV - VUa -I'Ub a!' b " F (,u + v) 
---=-f! 

217".1 217"Jd'+" F(,u + I)F(v+ 1) 

XI" [:zf'1(,u + v, I;v + I;Y) 

- :zf'1(,u + v,I;v + 1;1 - X)], 

which is, of course, not symmetrical in a and b. 
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exp i~v +!) must be replaced by exp i~v + 1). In 8.738.1, 
exp i$ - (v+ l)/2)mustbereplacedbyexp i$ -1);theexchangeofJl 
and v in the rhs function P is quoted in the erratum. 

IIReference 7, p. 144. 
12A. Erde1yi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, Table of 

Integral Transforms, Bateman manuscript project (Mc Graw-Hill, New 
York, 1954), Vol. I, pp. 43 and 99. 

13Reference 9, p. 53. 
14In Reference 7, p. ISO, formula (13) for Q -1/2, an overall negative sign is 

missing. 
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From the convergence properties of the expansion of the function f/>I ex: r -1- 1 FI in powers of the 
energy, we successively obtain the expansions of FI and GI as single series of modified Bessel 
functions 121 + 1 + nand K 21 + 1 + n' respectively, as well as corresponding asymptotic 
approximations ofGI for 11]1-00. Both repulsive and attractive fields are considered for real and 
complex energies as well. The expansion of FI is not new, but its convergence is given a simpler 
and corrected proof. The simplest form of the asymptotic approximations obtained for GI , in the 
case of a repulsive field and for low positive energies, is compared to an expansion obtained by 
Abramowitz. 

I. INTRODUCTION AND NOTATION lim e l = - 2( - x/2) - 21- 1 K 21 + 1 (x). (1.10b) 

The usual Coulomb wave functions FI and GI satisfy 
the differential equation 

[~+ 1-!:!L- 1(/+ 1)]R =0, (1.1) 
dp2 P p2 

in whichp = kr, while 1] is the Sommerfeld parameter, i.e., 

1] = a/k, a = Z,Z2e2Mfz-2. (1.2) 

Let us also define the Gamov factor CI (1]), the polynomial in 
1]-2, UI(1]), and the functions f/>I and e l by the equations '-

5 

CI (1]) = 2Ie- 1M1/2 

X[r(/+ l-i1])F(/+ 1 + i1])] 1/2/(21 + I)!, 
(1.3a) 

Co(1]) = {21T77/[exp(21T77)-I]j'/2, (1.3b) 

r(1 + 1 + i1]) (21 + lWCi 
ud1]) = (i1])21+'r(-I+i1]) (21])2IC~ (1.4a) 

= (1 + 121]-2) .•• (1 + 221]-2)(1 + 121]-2), (1.4b) 

Uo(1]) = 1, (l.4c) 

FI = (21 + 1)!Cd1])PI+ If/>I' (1.5a) 

GI = (21])21+ 1/+ 1 e l /[(21 + I)!CI (1])]. (1.5b) 

Rewriting Eq. (1.1) in terms of the variable 

x = (81]p)I/2 = (8ar)'/2, (1.6) 

i.e., as 

[~ + ~ _ 1 _ 21 + 1)2 +~] (~) = 0, 
dx2 X dx x2 161]2 X 

(1.7) 

the latter equation is then satisfied by the functions 

(X/2)21+ 1 f/>I = 21]CO(1])-'Ud1])-'/2(2/x)FI' (1.8a) 

(x/2)21+ 1 e l = Co(1])Ud1])'/2(2/X)GI . (1.8b) 

For 11] 1 = 00, Eq. (1.7) is satisfied by the linear combination 
of modified Bessel functions 

aI 21+ 1 (x) + bK 21+ 1 (x), (1.9) 

and Yost, Wheeler, and Breie,3 have proved that 

lim f/>I = (x/2) - 21- 1 121 + 1 (x), (1.10a) 
7]= 00 

1] = 00 

Since the modified Bessel functions In (x) and 
( - )n Kn (x) satisfy the same differential equation and the 

. same recurrence relations, Eqs. (1.10) suggest the existence 
of an expansion of FI and GI as single series of functions 
121 + 1 + n (x) and K 21 + 1 + n (x), respectively, with 
n = 0,1,2, .... Such expansions would be particularly useful 
for large 1], i.e., for large ZIZ2 and/or low energies, since 

1]- 2 ex:E = rz2k 2/(2M). (1.11) 

Expansions of this type have been given by 
Abramowitz,6 the one for GI being asymptotic only. Since 
Abramowitz's derivation of these expansions is not entirely 
correct, we rederive the expansion of FI in Sec. II and simul­
taneously obtain the explicit form of the polynomials in 1]-2 
entering into the expansion. We obtain these results as a 
straightforward application of general properties we have 
recently established for the Kuhn-Ham expansion 1 of f/>I' 
The same method is then applied in Sec. III to obtain the 
corresponding (exact) expansion of GI as a simple series in 
K 21 + 1 + n (x), but still as a double one in 121 + 1 + j (x) with 
O.;;J<n. For large 1] and appropriate values of arg 1], the 
asymptotic approximation of GI reduces to a single series in 
K 21 + 1 + n (x) as it is proved in Sec. IV. This latter result is 
compared to that of Abramowitz, 6 which also appears in the 
Handbook of Mathematical Functions.7 An appendix gives, 
up to n = 9, the polynomials in 1]-2, b ~)(1]), introduced in 
Sec. II. 

II. EXPANSION OF THE REGULAR FUNCTION 

With the notation of Sec. I, the Kuhn-Ham expansion 
of f/> I reads 1 

f/>I = L (- )1'1]-21' L PrJ ~ 00 I' () - 21 - 1 + 2p + '" 

1'=0 ",=0 2 
XI21 + 1 + 21' + ",(x), (2.1) 

where the p ~l are polynomials of degree J.L - A. in I. They 
satisfy a recurrence relation also given in Ref. 1. The expan­
sion (2.1) is a power series of E, since 1] - 2 ex: E. It is absolutely 
and uniformly convergent, both in its dependence on 1]-2 
and x considered as complex variables. This property has 
been proved in the Appendix of Ref. 1 by obtaining a double 
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series of convergent upper bounds for the modulus of each 
(pA ) term under the conditions 

111-11<M < 00, Ixl/41<X < 00, (2.2) 
the only conditions where M and X are arbitrarily large but 
bounded. 

Consequently, we can rewrite the expansion of CPI as a 
sum over n = 2p, + A. and A. without modifying its conver­
gence properties. It then reads 

00 (X)-21-I+n 
CPI = L - 121+ 1 +n(x)b~)(1]), 

n=O 2 
(2.3) 

with 

b ~)(1]) = ~( _112 )(n -). )/2 /3 \~) _). )/2,).' (2.4) 

The latter sum extends to all integral values of A. satisfying 
the conditions 

(n - A. )/2~A.~0, (2.5) 
and having the same parity as n, so that (n - A. )/2 is an in­
teger (by definition 1 /3(;1 = 0 when,u <0 or A. <0 or A. >,u). 

Accordingly, we can also write 
n' 

b ~)(11) = L (_1]-l)m /3 ~n - 2m' 
m=n' 

(2.6) 

where8 n' = [In + 2)/3] and n" = [nI2]. We have, in parti­
cular, 

bg) = 1, bV) = 0, (2.7) 

since /3 gJ = 1, while the inequality (2.5) cannot be satisfied 
for n = 1. Introducing the expansion (2.3) into Eq. (1.7), one 
obtains the recurrence relation 

b (/)(1]) = - 21 + n b (/) (1]) - _1_ b (I) (1]) (2.8) 
n 41]2n n - 2 41]2n n - 3 , 

for n~ 1 and b !!!(1]) = 0 when m < O. 
Abramowitz's6 proof of the absolute and uniform con­

vergence of the expansion (2.3), given explicitly for 1=0 
only, is marred by the fact that he has erroneously deduced 
from the relation (2.8) that Ib ~)1-121]1- n. From Eq. (2.6), 
one rather has 

b ~)(1]) = 0 (1] - 2n'), with n' = [(n + 2)/3]. (2.9) 

From Eqs. (1.8a) and (2.3), the expansion of FI as a sin­
gle series of modified Bessel functions reads 

FI = (1I21])Co(1])ud1])1/2 

(2. lOa) 

It directly applies to a repulsive field, i.e., when x is real and 
positive. For an attractive field, with the notation 1 

t=ei1T12 x (t>O), f!=e i1T1]=lal/k, (2.11) 

we have Co(1]) = Co(f!)exp(1ri)), and hence 

FI = (- )1+ 1 (1I2f!)Co(f!)eriJul (f!)1/2 

00 (_ t)n+ 1 
Xn?o -2- J21+n+l(t)b~)(f!), (2.10b) 

i.e., a series of Bessel functions of the first kind. 

III. EXPANSION OF THE IRREGULAR FUNCTION 

We have proved in Ref. 1 that the expansion of 8 1, 

corresponding to that of CPI as given by Eq. (2.1), is 
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8 1 =UI(1]){h(1])CP1- 1'~0(_'t'1]-21' 

X [2).to/3~( ~x) -21-1+2J<+).K21 + 1 +2J<+).(x) 

I' I' - s ( X ) - 21 - 1 + 2( I' - s) + ). 

+ s~o( - )'bs ).?!~)-s,;. "2 

X121 + 1 +2(I'-S)+).(X)]}, (3.1) 

whereh (1]) is defined in terms of psi functions [tf!(z) = r'(z)/ 
r(z)] by 

h (1]) = Htf!(1 - ;1]) + tf!(1 + ;1])] -In 1], (3.2) 

while the bs are defined in terms of the Bernoulli numbers9 

Bls by 

bo = 0, bs = IB ls I/(ls) (s~ 1). (3.3) 

The function h (1]) has no convergent expansion in powers of 
1]-2, but only an asymptotic expansion for 11]1-00. 

The series in Eq. (3.1) is absolutely and uniformly con­
vergent under the conditions 10 

11]-21<M < 00, larg XI<1T - E<1T, 
(3.4) 

Rearranging it by introducing n = 2p, + A. as we have done 
for CPI, we readily obtain the desired expansions, namely 

{ 

00 ( )n + 1 
GI = CO(1])-IUI (1])1/2 h (1]) n?o ~ 121 + n + 1 (x)b ~)(1]) 

00 [( x)n + 1 
- n~o 2 ~ K2/+n+dx)b~)(1]) 

[n/21 (x )n+ 1-2s + L bs1]-ls -
s=o 2 

XI2/+n+l_ls(X)b~)_2S(1]))} , 

(3.5a) 

for a repulsive field (a > 0), and 

GI = ( - )1 Co(f!)-Ie -riJUdf!)1/2 

X {h (f!) n~J ~tr+ IJ2/ +n+ dt)b~)(f!) 
00 [( t)n+ 1 + n?o 1T~ Y2l+n+dt)b~)(f!) 

[n/21 ( _ r)n + 1 - ls - L bs1] -2s -~ 
s=o 2 

XJ21 +n+ 1-2s(t) b~~2S(f!)]}, (3.5b) 

for an attractive field (a < 0). 

IV, ASYMPTOTIC EXPANSION OF THE IRREGULAR 
FUNCTION FOR LARGE 1] 

For real and positive 1], Breit and Hull ll have proved 
that one obtains an asymptotic expansion of GI for 1]-00 
when an asymptotic expansion is substituted for h (1]). This 
remains valid for complex 1], provided one takes into ac­
count the domain of validity of the expansion used for h (1]). 
From elementary properties of the r/I function, 12 h (1]) is easily 
given the forms 

(4.1) 
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h ± (1J) = 'I/J( ± i1J) ± (1/2i1J) -In(e ± ill'/21J) (4.2) .. 
- L bs1J- 2s· (4.3a) 

s= I 

The latter asymptotic expansion holds when 11J1-00 for 
both h + and h -, but, respectively, under the conditions 

larg1J ± tr/21<tr - E<tr. (4.3b) 

Since h (1J) = [h +(1J) + h -(1J)]l2, we also have .. 
h(1J)- Lbs1J- 2s, 

s= I 
for 11J1-00, but only when 

larg 1J1 <tr/2 - E < tr/2. 

(4.4a) 

(4.4b) 

Rearranging the product h (1J)4>/ such as it is given by 
Eqs. (4.1), (4.3), and (2.3), we obtain, under condition (4.3b), 

(x/2fl + 2 h (1J)4>/ _ += i1r(e2
1T'TJ - 1) -'(x/2)21 + 2 4>1 

.. [nI2] (x )n + I - 2s 
+ L L b.1J-

2s 
-

,,=0.=0 2 
XI21 + n + 1_2s(x)b~) 2s(1J). (4.5) 

Substituting this result for the first term in Eqs. (3.5), we then 
have, for a repulsive field (a > 0), 

G1 - - CO(1J)-IU/(1J)1/2[ ± i1r(e2
1T'TJ - 1)-1 

X "to( ~ r+ 112/ +n+ dx)b~)(1J) 

+ 2"tJ ~xr+ IK2/ + n + I (X)b~)(1J)]. 
(4.6a) 

for 11J1-00 and under the conditions 

argke[ -tr±tr/2+E, +tr±tr/2-E]. (4.6b) 

Similarly, for an attractive field (a < 0), we have 

G ( )Ie (A)-1 -rri) (A)I/2[ - .-/ 2rrf) 1)-1 1- - 01J e u/1J +,.,\e -

-~ ~). 00 ( f-)n+ I 
X,,~o -2- J21+n+d~)bn(1J) 

-~ ~IA co ( 1-)"+ I ] +trn~o -2- Y21+n+d~)b,,(1J), (4.6c) 

under the same conditions (4.6b). 
The results just obtained take a simpler form in the right 

half of the complex k plane, since (e2
1T'TJ - 1)-0 for 11J1-00 

in the domain (4.4b). Accordingly, we have 

G/- _ 2C
O
(1J)-IU/(1J)1/2 i ( - x)n+ 1 

n=O 2 
XK21+n+ dx)b~)(1J), (4.7a) 

for a repUlsive field and 

G
I
-( _ )/trCo(7})-le -rrf)Ut!7})1/2 i ( - ~)n+ I 

n=O 2 
XY21+n+I~)b~)(7}), (4.7b) 

for an attractive one, when k is real and positive, and more 
generally when 

larg k 1 <tr/2 - E<tr/2. (4.7c) 
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Equations (4.7) also result directly from introducing the ex­
pansion (4.4) into Eqs. (3.5). The expansions (4.7) and the 
second series in the expansions (4.6) are divergent for 
11J12 < 00, as are the asymptotic expansions (4.3) and (4.4). 

However, the expansions (4.6) and (4.7) are not asymp­
totic expansions proper, since any term is not always of an 
order of magnitude larger than the one next after it. From 
Eq (2 6) . . . d db' h b (1) b (I) (I) . . ,It IS 10 ee 0 VIOUS t at 3N _ 2' 3N _ I , and b 3N 
are all 0 (1J - 2N ), so that the three corresponding terms in the 
divergent series of Eqs. (4.6) and (4.7) should actually form a 
single term in an asymptotic approximation of G/. Accord­
ingly, instead of Eq. (4.7) e.g., we must rather write 

GI -2Ut!1J)1/2CO(1J)-I{( ~ ,21+ dx) 

- i [.±( -2X)I+3N+iK21+1+3N+i(X) 
N=O 1=1 

Xb~k+i(1J)]} (4.8a) 

and 

GI -( - )/1TUd7})'12Co(7})-'e -rrf) 

{ ( ~) co [3 ( ~)1+3N+i 
X - 2" Y21+1~) + N'1;O i.?1 ~ 

. XY21+1+3N+i(~)b~k+i(7})]}, (4.8b) 

for 11J1 = 17}1-00 and larg k 1 <tr/2 - E<tr/2. 
In the case of an attractive field and for real positive 

energies only (1J > 0), the expansions (4.7a) and (4.8a) must be 
equivalent to the one of Breit and Hull I I and Ham, 14 name­
ly,15 in the notation ofSecs. I and II, 

G/- - 2ud1J)1/2CO(1J)-' i ( - )I"1J -21-' 
1'=0 

I-' (I) ( - X)21-' +" + I 
X "L/3 

pA. -2- K2I+ I + 2!l +" (x), 

for 1J-00. Indeed, the very fact that the function 

G[I[ud1J)1/2Co(1J)-'] 

(4.9) 

(4.10) 

has one asymptotic power expansion in Poincare's sense en­
tails the uniqueness of that expansion. I

6-18 The expansions 
(4.7a) and (4.9) only differ by a rearrangement of terms, the 
same that modified Eq. (2.1) into Eq. (2.3) and which we also 
used in Sec. III in absolutely and uniformly convergent dou­
ble series. 

In this context, it is of practical importance that we now 
tum to the asymptotic expansion of GI as given by 
Abramowitz,4.6 also for 1J > 0 and 1J-00. With the notation 
introduced in Sec. I, it reads 

G/-A/(1J)(2l)!u/(1J)- 1/2CO(1J)-1 

00 (_X)"+I (1) 
X n~o -2- K 21 + n + I (x)b n (1J), (4.11) 

where the overall factor At!1J) remains to be fixed. Compar­
ing Eqs. (4.7a) and (4.11), the uniqueness of the expansion of 
the ratio (4.10) leaves no other choice than defining At!1J) as 
being the polynomial 

- 2u/(1J)/(2l)!, (4.12) 

or a function asymptotically equal to it. 
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Abramowitz6proceedsdifferently. He fixes AI 11]) by im­
posing the divergent expansion 14.11) to satisfy a condition19 

verified by the exact lunexpanded) G" namely 

{[(21)Ir1uV2Col1])(xI2)2'G/}x=o = 1. (4.13) 

This necessarily introduces in Eq. 14.11) the inverse of a di­
vergent expansion and he actually obtains A, (1]) as 

A/(1]) = - 2[ f (- r(21 + n)!b~)(1])] -1. (4.14) 
n=O 

But, ifwe introduce the asymptotic expansion (4.7a) into Eq. 
(4.13), we then obtain20 

~ I-)n b ~)(1])(21 + n)l 
u,(1])n~o (21)1 -1, (4.15) 

so that the two factors (4.12) and 14.14) differ only by a factor 
asymptotically equal to 1, i.e., equal to 1 + 0 (1] - 2N) for any 
N>l. 

The former factor (4.12) is obviously much easier to use 
and normally more accurate in practice, since there is no 
need to expand or to approximate it. It partly reduces with 
the factor UI- 1/2 inEq. (4.11). 

On the other hand, it is worth noticing that, for I> 0, 
when only a few terms are retained in the denominator of 
Abramowitz's factor AI 11]), one introduces poles in the corre­
sponding approximate G,. Although, in principle, such ap­
proximations are valid only for 1]>1, this can, in practice, 
reduce the range of 1]'S values in which the corresponding GI 

remains a good approximation of the exact one.21 For 1= 0, 
A,(1]) simply reduces tOAo = - 2[1 + 0 (1] - 2N)] with N ar­
bitrarily large. 

To conclude, we observe that the practical advantage of 
the expansions (4.6)-(4.8) over those directly deduced from 
Ham's expansion3

•
14 ofG" such as the expansion (4.9), is that 

they come out as single series (rather that as a double sum 
over p, and A. ). Moreover, the polynomials b ~)(1]) can easily 
be obtained algebraically, by means of the single-index re­
currence relation (2.8), up to any desired value of n. They are 
given in the Appendix up to n = 9 [i.e., N = 2 in Eq. (4.8)]. In 
contrast, obtaining algebraically the f3!!l for any I and p, and 
for ° < A. < p, - 1 proved to be very tedious. 22 

ACKNOWLEDGMENTS 

Most ofthis paper has been prepared at the W. K. Kel­
logg Radiation Laboratory of the California Institute of 
Technology. The author is very grateful to C. A. Barnes, W. 
A. Fowler, and S. E. Koonin for their warm hospitality dur­
ing his stay at Caltech and their interest in this work. 

APPENDIX: THE FIRST POLYNOMIALS bf:J(1]) 

The polynomials b ~)(1]) given hereafter for n<;9, i.e., 
N<;2 in Eqs. (4.8), illustrate the increase with n of their low-
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est (n') and highest (n") powers in 1]-2. In agreement with 
Eqs. (2.4)-(2.9), we have 

b~)= 1, bV)=O, 

b(/)= __ 1_ 
3 121]2' 

b(/)- (1+ 1)(1+2) b~)= 51+8 
4 - 321]4 ' J 2401]4' 

b(/) _ 1 (I + 1)(1 + 2)(1 + 3) 
6 - 2881]4 - 3841]6 ' 

bIll _ 351 2 + 1471 + 142 
7 - - 134401]6 ' 

b~)= _ 51+ 11 + (/+ 1)(/+2)(/+3)(/+4) 
576(J7/ 61441]8 ' 

b (/) -
9 -

1 + 35[3 + 273[2 + 6641 + 496. 
103681]6 1612801]8 

Then b VJ and b W have terms in 1]-8 and 1]-10, and bV4 has 
terms in 1]-8, 1]-10, and 1]-12. For any nand 1]--00, the main 
term of b~) has the sign of ( - r' . 
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It is established that the solution u of U t =.::1 (urn) > 0, with positive initial data, positive lateral 
boundary data, and positive exponent m, converges exponentially to the solution v of the 
corresponding stationary equation.::1 (vm

) = O. The analysis also provides the form of the leading 
contribution to the difference (u - v). 

I. INTRODUCTION 

Let B be a bounded domain in R ",n < 6, and consider 
the solution u = u(x,t ) to the first boundary value problem 
for the nonlinear (concentration-dependent) diffusion equa­
tion 

ut =.::1 (urn) inB X(O,oo), 

for m > 0 with positive initial data 

u(x,O) =F(x) inB, 

and with fixed positive lateral boundary data 

u(x,t) = G(x»O on dB X(O,oo). 

(1) 

(2) 

(3) 

The symbol.::1 denotes the Laplacian in the variables x and 
dB denotes the boundary of the domain B. The objective of 
this paper is to establish the rate and the form of convergence 
of solutions u(x,t) of (1)-(3) to solutions v = v(x) of the sta­
tionary equation 

(4) 

with 

v=G on dB. (5) 

For m = 1, problem (1)-(3) represents the first bound­
ary value problem for the linear heat equation. In this case, it 
is well known that under appropriate smoothness assump­
tions on the data and the domain, there exists a positive func­
tion H in B vanishing on the boundary, a positive constant k, 
and a constant c (which may be zero) such that 

exp kt [u(x,t) - v(xlJ---.cH (x) (6) 

in H~(B) as t-+oo. Here (.::1 + k)H = 0 in B, H = 0 on dB, 
and H is the eigenfunction corresponding to the principal 
eigenvalue k. Equation (6) thus establishes the exponential 
convergence of the solution u to v, where the limiting form is 
determinedbycH(x)exp (- kt).Inthispaperweestablishan 
exponential convergence result [corresponding to (6)] in the 
nonlinear diffusion case with m > O. For the linear problem 
( 1) with m = 1, higher-order expansions can also be estab­
lished. The question of higher-order expansions for the non­
linear problem is not considered here. 

For the linear case, the convergence result (6) holds 
even if G = 0 on dB. It is well known for the nonlinear 
case,I.2 however, that if the positive lateral data is replaced 
by zero lateral boundary data, then one does not obtain an 

exponential rate of convergence to a limiting solution. 
We now briefly discuss the physical origin of Eqs. (1)­

(3). Notice that Eq. (1) can be written in the form 

U t = Vo(D(u)Vu), (7) 

where D (u) = mum - 1 is called the diffusion coefficient. If 
m > 1, then D (u}-+O as u-+O and this case is called the slow 
diffusion problem. If 0 < m < 1, then D (u)-+ 00 0 as u-+O and 
this case is called the fast diffusion problem. The slow diffu­
sion problem arises in many contexts. Problem (1)-(3) is used 
to model the motion of a polytropic gas in a porous medium; 
then u represents the density of the gas. This problem occurs 
in the diffusion of biological populations whose rate of diffu­
sion is population-dependent. This problem is also used to 
model radiation heat conduction for ionized gases; then u is 
interpreted as a temperature. It should be emphasized, as 
mentioned in Ref. 3, that the slow diffusion process may not 
be slow compared to other physical processes in the environ­
ment. For example, at temperatures greater than 10 000 K, 
where radiation heat conduction is important, the nonlinear 
heat conduction mechanism can transfer energy at a speed 
much faster than the speed of sound in the medium. Slow 
diffusion thus may be very fast, but the speed of propagation 
is still finite and therefore much slower than for linear diffu­
sion in similar circumstances. The fast diffusion problem 
arises in plasma physics theory; then u represents plasma 
density. Okuda and Dawson4 discussed a mechanism for ex­
plaining the experimental observation that crossfield diffu­
sion of a plasma is faster than predicted by classical collision 
theory when the plasma is held in a strong magnetic field. 
Their modeling led to a one-dimensional problem with 
m = 1/2. See Refs. 2,4, and 5 for discussions. 

Equation (1) and various modifications of it have also 
been the subject of much interest under boundary conditions 
other than (2) and (3). In Sec. V, some of this recent work is 
summarized. 

II. PRELIMINARIES AND STATEMENT OF RESULTS 

We now motivate the convergence result, which is stat­
ed below in Theorem 1. Throughout, we assume that B is a 
bounded domain with smooth boundary of class C 3

• Write 
w = u - v and assume that formally w = z + higher-order 
terms. Then formal linearization shows that z satisfies the 
equation 
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.:i (mvm 
- IZ) = z" (8) 

with zero lateral boundary conditions and appropriate initial 
conditions. The linear equation (8) has a slowest decaying 
"mode" corresponding to the separable solution 
cS(x)exp (- kt), where S>O in B, and S= 0 on dB is an 
L 2(B ) normalized eigenfunction corresponding to the princi­
pal eigenvalue for the non-self-adjoint eigenvalue problem 

.:i (mvm-IS*) = -K*S*, S* = 0 on dB. (9) 

In Theorem 1 we establish the result that the formallineari­
zation process described above determines the precise rate 
and form of decay of u(x,t ) to the equilibrium solution v(x). 

Theorem 1: There exists a constant c, which depends 
upon the initial data and may be zero, such that 

exp kt [u(·,t) - v(.)]---+eS(·) (10) 

in H ~ (B) as t---+oo. Here S,k are determined by (9). 
Theorem 1 is established by first deriving an analogous 

result for the difference um - vm
• Define u = um, V = vm, 

F = F m, G = G m. Using these definitions, we see that u sat­
isfies the equation 

.:iu=(q+l)uqu, onBX(O,oo), (11) 

with q = (1 - m)/m and v satisfies.:i (v) = O. Let w = u - v 
denote the difference. Then w satisfies the equation 

.:iw = (q + 1 )(v + w)qw" (12) 

with w = 0 on the lateral boundary. Again using formal lin­
earization and assuming that w = z + higher-order terms, 
one obtains that z satisfies 

.:i (Z) = (q + 1 )ii"z, in B X (0, 00 ). (13) 

This equation has a slowest--<iecaying mode corresponding 
to the separable solution cS (x)exp ( - kt ), where S> 0 in B, 
S = 0 on dB is an L 2 normalized eigenfunction correspond­
ing to the principal eigenvalue k for the eigenvalue problem 

.:i (8) = - k (q + 1 )~8 in B, (14) 

with 8 = 0 on dB. In Theorem 2 we establish that formal 
linearization yields the correct answer for the rate of conver­
gence of u to v. 

Theorem 2: There exists a positive constant c, which 
depends upon u(x,O) and may be zero, such that 

[u(.,t) - v(·)]exp kt---+eS(.) (15) 

in H 6 as t---+ 00. Here S, k are as described above. 
Remark: It should be noticed immediately that k = k 

and that Sand vm -IS differ only by a multiplicative con­
stant. 

III. PROOFS 

We need the following lemma for the proof of Theorem 
2. Throughout the remainder of the paper integration with 
respect to x will be over the set B. 

Lemma: DefineM (t ) = sf I Vw(t,xWl dx. Then there ex­
ists a positive constant K such that for all t> 0, 

M(t )<K exp( - 2kt). (16) 
Proof.' Define f(x,w) = (q + l)[v(x) + w]q. Using Eq. 

(12) for w, one obtains that 
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M (t ) = _ 25 .:iW(t,X)2 dx . 
f(x,w(t,x)) 

From (17), we conclude that M (t) is decreasing. Next 

M(t)2«f j:t) (f W2fdX). 

(17) 

which can be rewritten, using the identity (17) for M (t ), in the 
form 

-.M(t )< sw2jdx. 
M(t) 2M(t) 

(18) 

Next we need to estimate the right-hand side of (18). There 
exists a(x,t) in the interval [min(O,w(x,t)), max(O,w(x, 
t))] such that 

f(x,w(x,t)) = f(x,O) + fw (x,a(x,t ))w, 

where the SUbscript w indicates partial differentiation with 
respect to the second (w) argument. 

Using appropriate maximum principles, it is easy to see, 
using (12), that both mint - w(x,t)) and max w(x,t) are de­
creasing functions of t. Hence (18) can be rewritten as 

-.M(t)«Jw2j(X,O)dX)+(k'J IW I3 dX), (19) 
M(t) 2M(t) M(t) 

for some constant k ' independent oft. Since w(x,t ) = 0 on the 
boundary of B and by using the Rayleigh-Ritz characteriza­
tion of the minimum eigenvalue, one finds that the first term 
on the right side of the inequality of ( 19) is bounded above by 
1I2k. Sobolev estimates show that the second term is bound­
ed above by k "[M(t)],12 for some constant k" since x is a 
member of R" with n < 6. Hence 

(-M(t)/M(t))«1I2k) + k" M(t)'12. 

Since M < 0, then 

(-2k»(M 1M) +2kk"M- 1/2M. 

Integrating from 0 to t, one obtains that 

(- 2kt»ln(M(t)/M(0)) + 4k k "(M I/2(t) _MI/2(0)). 

Because M (t ) is bounded above for all t> 0, the lemma fol­
lows from the previous inequality. 

Proof of Theorem 2: Define p = (w exp kt) and recall 
that f(x,w) = (q + 1 )(v(x) + w)q. Then p(x,t) satisfies the 
equation 

.:ip + kp f(x,p exp ( - kt)) = f(x,p exp ( - kt ))P,. (20) 

Recall that the lemma has established bounds on the L 3 and 
H I norms of p( ·,t ) independent of t. 

Now for functions h (.) inH 6(B) define the time-depen­
dent "energy functional" 

{
I rh(X) 

E,(h)=S T 1Vh 12_ Jo kz 

xf(x,z exp ( - kt ))dZ}dx, (21) 

andg(t) = E,(p(·,t)). Since 

g(t» ~ J {Vp(x,t W 

- k max{f(x,O),f(x,w(x,t ))}p2(X,t )}dx, 
the lemma guarantees that g(.) is bounded below for t> O. 

Next we have that 
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.W) = f [PxPxt + kpf(x,p exp (- kt))Pt ]dx 

+ f f k 2h exp( - kt lfw (x,h exp ( - kt ))dh dx, 

wherep = p(x,t). Integrating the first tenn by parts and using 
Eq. (20), one has that 

g(t) = J{ - f(x,p exp ( - kt ))P; 

+ f kh 2 exp ( - kt )fw(x,h exp ( - kt ))dh }dX. (22) 

Observil)g thatfw(x,h exp ( - kt)) is unifonnly bounded for 
h between 0 andp(x,t ) and using Lemma 1 to bound theL 3(B ) 
nonn of p, one can show that there exists a constant K such 
that the second tenn on the right side of (21) is bounded 
above by K exp ( - kt). This estimate shows that the second 
tenn is absolutely integrable on (0,00). Sinceg(t) is bounded 
below and the first tenn on the right side of (21) is nonposi­
tive, there exists an increasing sequence of times t n - 00 such 
that g(tn J-O and 

Jf(X,P exp (- kt))P; dx-o as n-oo. (23) 

Moreover, g(t) has a limit as t-oo. 
Using (20), one obtains that fl.Jp(x,tn W dx is unifonnly 

bounded for the sequence. Hence there exists a subsequence 
of times, again denoted by tn' and a function R (.) in H ~ (B ) 
such thatp(·,tn )_R (.) as tn-oo. We must show that R is a 
solution to (14). To accomplish this, multiply (20) by any 
function J in H ~ (B), integrate one tenn by parts, and take 
the limit as t_ 00 • One obtains, using the integral bounds on 
p and (22), that 

J( - VJVR + kJ(q + l)vQ
R)dx = o. (24) 

But this implies that R (.) is a weak solution to the linear 
equation (14) with zero boundary conditions. Since (14) is 
linear, then R is, in fact, a classical solution and therefore 
R = cS for some constant c. Note also that E t [R Hl has limit 
Oast-oo. 

We need to establish thatp(·,t )_R (.) for all tandnotjust 
for the above subsequence. Since p(.,tn J-R (.), one can use 
estimates onp(.,tn) to conclude from (21) thatg(tn) has limit 0 
as n-oo. Consequently, g(t) has limit 0 as (-00. 

Suppose for the purpose of contradiction that p( ',t ) does 
not converge to R (.) as t_ 00 • Then there exists a sequence of 
times tn such thatp(.,tn) does not converge toR (.). Sinceg(t) 
is bounded, the sequence p( ',tn ) is weakly bounded in H ~ (B ). 
Hence there exists a subsequence again denoted by tn' and a 
function Z (.) not equal to R (.), in H ~ (B) such that 
p( ·,t n )-Z H strongly in L 3(B ), and weakly in H ~ (B ). 

We next show that Z (.) is also a solution to (14). Since 
f 1 Vp 12 dx is lower semicontinuous with respect to weak con­
vergence, one obtains that 

limg(tn ) = J.. J[ IVZ 12 + k(q + 1)v(x)QZ2]dx.;;;0. 
n~oo 2 

However, by the Rayleigh-Ritz minimizing property of 
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k, equality must hold in the above equation. Thus Z H also 
minimizes the Rayleigh-Ritz quotient and is also a solution 
to (14). Hence Z = c"S for some constant c". 

Thus Z, R are distinct solutions of (14). We need to 
show that this is not possible. We accomplish this by obtain­
ing an estimate on the time derivative of flVpl2 dx. 

Differentiating, integrating by parts, and using (20), one 
obtains 

~ :t JIVpl2 dx = - J(.Jp)2 fdx + J k IVpl2 dx. (25) 

Next we develop an estimate for the first tenn on the 
right side of (25). Integrating by parts and using the Cauchy­
Schwarz inequality, one obtains 

Since flVpl2 dx>k fp2f(x,0)dx, then 

_k..::..f-:l-IV~p....!.12_d_x....::.fP~2.::....'f~(X.:....,0!.-)d_x ..;;;J l.JpI 2dx . 
f p2f(x,p exp ( - kt ))dx f(x,p exp ( - kt)) 

(26) 

We then write fp2f(x,p exp ( - kt ))dx = A (t) + 
B (t )exp ( - kt), where A (t) = f p2f(x,0)dx and B (t) is a 
bounded tenn on (0, 00 ). Recall that the lemma bounds theL 3 

nonn of p. Substituting this expression into (26) and then 
using (26) in (25) one obtains 

J..~J IVpl2dx..;;;k f IVpI2dx(B(t)exp( -kt)). (27) 
2 dt A (t) +B(t)exp (- kt) 

Recall that f I V P 12 dx is also bounded for t>O by the lemma. 
We shall use the estimate (27) below. 

It is easy to show that the set of limit points of p(',t), 
denoted by Q, is a connected set in H ~ (B) of equilibrium 
solutions of (14). Let a = min(fIVh 12 dx:h in Q), and let b 
denote the corresponding maximum. Define 4d = b - a. 

Since the set Q is connected, there exists a sequence of 
times t n - 00 such that 

lim JIVP(X,tnW dx = a + 2d, limA (tn) = a + 2d. 

For each tn' let s = s(tn) be the first time after tn such that 
either 

or 

(l)JIVP(X,SW dx = a + d, 

(2)JIVP(X,SW dx = a + 3d, 

(3)A (s) = a + d. 

The differential inequality (27) shows that, for sufficiently 
large t n ,sIt n) occurs because either case (1) or case (3) occurs. 
Hence there cannot exist a sequence I tn 1 such that 
p(.,tn )-c*S in H MB) for constant c· with 
f 1 V c· S (xW dx > a + 3d. This is a contradiction and 
Theorem 2 is proved. 

Theorem 1 follows in a straightforward manner from 
Theorem 2. The details are omitted. 
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TABLE 1. Zeroes (r. ) ofJ(1131 and eigenvalues k. = 9/8 r. for the first five 
eigenfunctions of Eq. (32). The values of n2"r are listed for comparison. 

n r. k. n2"r 

1 2.90259 9.47813 9.86960 
2 6.03275 40.94329 39.47842 
3 9.17051 94.61047 88.82644 
4 12.31019 170.48348 157.913 67 
5 15.45065 268.56287 246.740 II 

IV. EXAMPLE 

As a concrete example of the results presented in Sec. 
II, consider the one-dimensional problem 

Uxx = 2uut ontO, I) X (0, 00 ), 

with 

u(O,t) =0, ull,t)= 1, 
and 

(28) 

(29) 

u(x,O) =F(x»O on(O, 1). (30) 
Since u(O,t ) = 0, Theorem 2 does not directly apply to 

this equation. However, since u( l,t ) 1 > 0, the solution to 
(28)-(30) does not vanish in finite time and it can be shown 
that the conclusion of Theorem 2 is also valid for this prob­
lem. Then 

v(x) = x, (31) 

and S (x) satisfies 

Sxx + 2k xS = 0, (32) 

with S (OJ = S (1) = O. 
Equation (32) can be transformed into Bessel's equa­

tion. Let 

r = (2kx)I/3/3k, (33) 

and 

Sir) = (3kr)I/3R (r). (34) 

Then substituting into (32), we find t~t R satisfies 

rR" + rR, + (r -DR =0. (35) 

Therefore, 

R (r) = J 1/ 3(r), (36) 

where Ja (r) is the Bessel function of the first kind of order a. 
The various eigenvalues and eigenfunctions of (32) are 

found from (36) by locating the values r n such that 

(37) 

Le., the zeroes of J1/3• Writing r = rnx3/2 and using (33), we 
see that 

(38) 

The zeroes rn can be found very accurately using a nu­
merical scheme due to Temme.6 The results for the first five 
zeroes and eigenvalues are listed in Table I, where the values 
of n2"jl are also listed for comparison. 
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Assuming that the conclusion of Theorem 2 is valid for 
this problem, we find that the solution of (28) satisfies 

lu(x,t) - xlexp kit < const Xl/2 Jl/3(rlx3/2). (39) 

V. BRIEF REVIEW OF RELATED RESULTS 

The asymptotic behavior of solutions to (1) in the non­
linear case has also been treated for the case when the posi­
tive lateral boundary data (3) is replaced with zero lateral 
boundary data. The s'ow diffusion case has been treated by 
Aronson and Peletier l and the fast diffusion case by Berry­
man and Holland. 2 Convergence of solutions of (1)-(3) to 
appropriate separable solutions S(x)T(t) is established in 
these papers. 

Problem (1)-(3) has also been treated in the slow case in 
Ref. 4, where Ut is replaced withplx)u" withp> 0 in B and 
vanishing on dB. Under certain assumptions, convergence to 
a separable solution of (1)-(3) is obtained. In this case the 
equation mathematically models the thermal evolution of a 
heated plasma in which the density is stationary but inhomo­
geneous. 

The one-dimensional Cauchy problem for (1) and (2) 
has also been treated in the slow diffusion case. Convergence 
of solutions of (1) and (2) to appropriately scaled self-similar 
solutions has been established under various conditions. See 
Refs. 3, 7, and 8. 

The problem (1) has also been treated on the half-line 
(x > 0) when the concentration ufO,! ) is held at some constant 
value U for all t> O. It has been established that the solution 
u converges to a similarity solution of (I). The fast diffusion 
case has been treated recently by BertschS

, while the slow 
diffusion case was treated much earlier by Peletier.9 

Finally, the slow diffusion case for (1) and (2) with zero 
lateral boundary data has been treated in case Eq. (I) also 
contains an appropriate source of extinction terms flu). 
These problems have been studied in the one-dimensional 
case by Aronson, Crandall, and Peletier,IO Rosenau,11 and 
by Gurtin and MacCamy.12 
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In this article a simple derivation of the addition theorems of the irregular solid harmonics, the 
Helmholtz harmonics, and the modified Helmholtz harmonics is presented. Our derivation is 
based upon properties of the differential operator ~/'(V), which is obtained from the regular solid 
harmonic ~(r) by replacing the Cartesian components of r by the Cartesian components of V. 
With the help of this differential operator ~(V), which is an irreducible spherical tensor of rank I, 
the addition theorems of the anisotropic functions are obtained by differentiating the addition 
theorems of the isotropic functions. The performance of the necessary differentiations is greatly 
facilitated by a systematic exploitation of the tensorial nature of the differential operator ~/,(V). 

I. INTRODUCTION 

In molecular and solid state physics, systems with more 
than one electron and with more than one atomic nucleus are 
treated. Consequently, it frequently happens that the eigen­
functions or operators which occur there have arguments 
that are given as sums or differences of two vectors that rep­
resent the coordinates of electrons and nuclei. Since quan­
tum mechanical computational procedures usually involve 
integrations, the dependence of eigenfunctions and opera­
tors on the sum or difference of two vectors may be very 
inconvenient and it is often imperative to obtain a separation 
of variables, which can be achieved with the help of addition 
theorems. The probably best-known example of such an ad­
dition theorem is the Laplace expansion of the Coulomb po­
tential in spherical coordinates, 

1 = f ± ~~ Y/,o (!.) Y/, (R) 
Ir-RI I=Om= -/21+ 1 r>+1 r R' 

r < = min(r,R), r> = max(r,R). (1.1) 

There is an extensive literature on addition theorems. Par­
ticularly well-studied are the addition theorems of those so­
lutions of the homogeneous Laplace, Helmholtz, and modi­
fied Helmholtz equations that are also eigenstates of the 
orbital angular momentum operators. The addition theo­
rems of the regular and irregular solid harmonics which are 
solutions of the homogeneous Laplace equation were studied 
by Hobson, I Rose,2 Chiu,3 Sack,4,s Dahl and Barnett,6 Stein­
born,7 Steinborn and Ruedenberg8 and by Tough and 
Stone.9 The addition theorems of the Helmholtz harmonics 
which are products of Bessel functions and spherical har­
monics were studied by Friedman and Russek,lO Stein, II 
Cruzan,12 Sack,S Danos and Maximon, \3 Nozawa,14 and by 
Steinborn and Filter. ls The addition theorems of the modi­
fied Helmholtz harmonics which are products of modified 
Bessel functions and spherical harmonics were studied by 
Buttle and Goldfarb l6 and by Steinborn and Filter. ls 

In the articles cited a multitude of different methods 
was used for the derivation of these addition theorems. Most 
of these approaches, however, are relatively complicated and 
sometimes rather lengthy and are based upon some special 
properties of the functions under consideration. Therefore, it 

is the intention of this article to demonstrate that the addi­
tion theorems of the irregular solid harmonics, the Helm­
holtz harmonics. and the modified Helmholtz harmonics 
can be derived in a very simple and unified way. Our method 
has the additional advantage that it can also be applied in the 
case of other functions. 

Our derivation is based upon some special differential 
operator, which we call the spherical tensor gradient qv/,(V). 
It is obtained from the regular solid harmonic qv/,(r) by re­
placing the Cartesian components of r-x, y, and z-by the 
differentials B IBx, BIBy, and BIBz. The properties of the 
spherical tensor gradient, which was in principle already 
used by Hobson, I were investigated by Santos,17 Rowe, 18 
Bayman,19 Stuart,20 and recently by Niukkanen21,22 and 
ourselves.23.24 We shall show that there exists an intimate 
relationship between the spherical tensor gradient and irreg­
ular solid harmonics of (modified) Helmholtz harmonics, re­
spectively, which can be employed profitably for the deriva­
tion of addition theorems. 

II. DEFINITIONS 

For the commonly occurring special functions of math­
ematical physics we shall use the notations and conventions 
of Magnus, Oberhettinger, and Sones unless explicitly stat­
ed. Hereafter, this reference will be denoted as MOS in the 
text. 

For the spherical harmonics Y/,((),¢) we use the phase 
convention of Condon and Shortley,26 i.e., they are defined 
by the expression 

ym(()¢) = im+ Iml [(21 + 1) (/-lmil!]112 
I , 41r (I + Imil! 

xP lml(cos () )eim4>. (2.1) 

Here, P lml(cos ()) is an associated Legendre polynomial 

d 1+ m (x2 1)1 p mIx) = (1 _ x2)m12 --- -
1 dxl+m 21/! 

=(I_x2)m/2 d
m 

P1(x). 
dxm 

(2.2) 

For the regular and irregular solid harmonics we use the 
notation 
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~i(r) = ';Yi((},¢ ), 

,q'i(r) = r- I
-

I Yi((},¢}· 

(2.3) 

(2.4) 

For the integral of the product of three spherical harmonics 
over the surface of the unit sphere in R3 we write 

(/3m31/2m21/Iml) = f y~r(n )Y7,"(IJ )Yi;'(IJ )dIJ. 

(2.5) 

These Gaunt coefficients may be expressed in terms of 
Clebsch-Gordan coefficients27 or 3jm symbols 

(13m31/2m21/Iml) 

= (_ It' [(2/1 + 1)(2\: 1)(2/
3 + 1T/2 

X (101 12 13) ( II 12 13) (2.6) 
o 0 m l m2 -m3 

With the help of the Gaunt coefficients the product of two 
spherical harmonics can be linearized 

Yi;'((},¢ )Y7,"((},¢) 
I~. (2) 

= L (ImJ + m21 /Imt//2m2)Yi,+m,((},¢). (2.7) 
1=lm;n 

The symbol .I(Z) indicates that the summation is to be per­
formed in steps oftwo. The summation limits in Eq. (2.7) are 
direct conseqences of the selection rules satisfied by tb,. 
Gaunt coefficient and are given byZ8 

max(i/l -lzl,lml + mzl), 
if lmax + max(1/1 -lzl,lmJ + mzl) is even, 

Imin = and 

max(1/1 -lzl,lm! + mzll + 1, 
if Imax + max{l/, -lzl,lml + mzll is odd. 

(2.8a) 

(2.8b) 

III. SOME PROPERTIES OF THE SPHERICAL TENSOR 
GRADIENT 

In this section we shall review only those properties of 
the spherical tensor gradient ~i(V) which are needed for 
our derivation of the addition theorems ofthe irregular solid 
harmonics and the (modified) Helmholtz harmonics. 
Further properties can be found elsewhere. 17-Z4 

The spherical tensor gradient is an irreducible spherical 
tensor of rank I. Z9 Therefore, if the spherical tensor gradient 
is applied to a function ¢ (r) which only depends upon the 
distance r, i.e., to an irreducible spherical tensor of rank 
zero, we obtain in agreement with the angular momentum 
coupling rules an irreducible spherical tensor of rank I, 
which is given by 

~i(V)¢(r)= [(+ :rY¢(r)] ~i(r). (3.1) 

As we showed recently30 this relationship can be derived 
quite easily with the help of a theorem on differentiation 
which was published by Hobson31 already in 1892. Equation 
(3.1) can also be obtained by considering special cases in 
more recent publications by Santos,32 Bayman,33 Stuart, 34 

and Niukkanen3s who, however, apparently were not aware 
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of Hobson's theorem.31 If the spherical tensor gradient is 
applied to another spherical tensor of nonvanishing rank, 
i.e., to a function that can be written as 

F7,"(r) =ir,(r)Y7,"(O,¢), (3.2) 

the structure of the resulting expression can also be under­
stood in terms of angular momentum coupling, 36 

~i;'(V)F7,"(r} 

1m .. (2) 

= L (1m! + mzlilmlllzmz) 
1= 1m;. 

X it,l, (r)Yi' + m,(o,¢ ). (3.3) 

For the functions it,l, in Eq. (3.3) various representations 
could be derived, for instance37 

it,/,(r) 
AI (-AI) (_,yf/)_l) = L 9 VI 2929,;,+I,-Z9 

q=O q! 

X (~~)I' -9 ir, (r) 
r dr ,;, 

(3.4) 

AI, (_ Al ) (AI + 1) = L 2 , I Z' 2'';' - I, - 2, - I 

,=0 s! 

X (~~)I' -',;, + '-fr (r), 
r dr ' 

(3.5) 

Al = (II + 12 -1)/2, All = (I-II + Iz)l2, 
(3.6) 

Alz = (I + II - Iz)l2, £1(1) = (I, + 12 + 1)12. 

It is a direct consequence of the selection rules satisfied by 
the Gaunt coefficient in Eq. (3.3) thatAI,AII,Alz, and £1(1 ) are 
always either positive integers or zero. 

Since the spherical tensor gradient is obtained from the 
regular solid harmonic by replacing the Cartesian compo­
nents of r by the Cartesian components of V we may con­
clude that the spherical tensor gradient and the regular solid 
harmonics must obey the same coupling law. Hence we ob­
tain from Eq. (2.7) (see Refs. 38 and 39) 

1m .. (Z) 

~i;'(V)~7,"(V) = L (1m, + m21/,m,1/2m2) 
1= Im;n 

X Vi, + I, - I~i' + m,(v). (3.7) 

Let us now assume that a spherical tensor F7,"(r) and a radi­
ally symmetric function ¢ (r) are known, which satisfy 

F7,"(r) = ~7,"(V)¢ (r). (3.8) 

If the spherical tensor gradient ~i;'(V) is applied to 
F7,"(r) we then can couple the two spherical tensor gradients 
according to Eq. (3.7) and finally obtain with the help ofEq. 
(3.1) 

~i;'(V)F7,"(r) 

= ~i;'(V)~7,"(V)¢ (r) 

1m .. (2) 

= 2: (1m, + mzl/,mI I12mZ)V1
,+I,-1 

1= 1m;. 

X [( + :J/¢ (r)] ~i' + m'(r). (3.9) 

This relationship is particularly well-suited for the functions 
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which are treated in this article since in these cases the ditfer­
ential operators which occur in Eq. (3.9) can be applied quite 
easily. Under these circumstances Eq. (3.9) is in our opinion 
preferable to other, more general expressions which were, 
for instance, given by Santos,17 Niukkanen,21 and our­
selves.24 Relationships ofthe type of Eq. (3.9) were already 
used by Novosadov40 and ourselves41 in connection with 

. functions related to modified Bessel functions. 

IV. THE ADDITION THEOREM OF THE IRREGULAR 
SOLID HARMONICS 

Our derivation of the addition theorem of the irregular 
solid harmonics will be based upon the fact that the addition 
theorem of the Coulomb potential, Eq. (1.1), is known and 
that the application of the spherical tensor gradient to the 
Coulomb potential yields the irregular solid harmonic 

,q'j(r) = [( - 1)1/(21- I)!!] '?Yj(V)(l/r). (4.1) 

This relationship, which was already known to Hobson, 1,3 I 
can be proved quite easily with the help ofEq. (3.1). In order 
to facilitate the application of the spherical tensor gradient 
we rewrite the Laplace expansion of the Coulomb potential, 
Eq. (1.1), in the following way, which is more convenient for 
our purposes: 

1 = 417' f ± ( -1)1 '?Yj'(r < ),q'j(r> ). 
Ir< +r> I I=Om= _121+ 1 

(4.2) 

Here, r < is the vector with the smaller magnitude and r> is 
the vector with the greater magnitude. 

The spherical tensor gradient is invariant with respect 
to translation. Consequently, Eq. (4.1) can be rewritten in the 
following ways: 

,q' ( - 1)1 '?Ym(v ) __ _ 
j(r< +r»= (21-1)!! I < Ir< +r> I' 

(4.3) 

= ( - 1)1 '?Ym(v ) __ _ 
(21- I)!! I > Ir < + r> I 

(4.4) 

Here, V < implies a differentiation with respect to r < and 
V> implies a differentiation with respect to r> . If we com­
bine Eqs. (4.2) and (4.4) we find 

( _ 1)1417' ao I, ( _ 1)1, 
,q'j(r< +r»= L L --

(21-1)!! 1,=Om,= -1,211 + 1 

X '?Y~r (r < )'?Yj(V > ),q'~'(r > ). (4,5) 

The remaining differentiation can be performed quite easily. 
The easiest way would be the use of Eqs. (3.8) and (3.9) in 
connection with Eq. (4.1). We then obtain 

'?Y~: (V),q'~~(r) 
A_ (2) (~1 _ 1)11 

=(-w') ~ .. 
A :tm'n (U2 - 1)1! 

X (AIL I + IL2 IA tILl IA7JL2) VA, H, - A,q'~' +I"(r). (4.6) 

If we take into account that the irregular solid harmonics are 
solutions of the homogeneous Laplace equation we see that 
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in Eq. (4.6) only the term with 1 = II + 12 can be different 
from zero. This implies 

'?Y~: (V),q'~ (r) 

= (- W'(U I + U 2 -1)"/(U2 -1)11 

X (AI + A7JLI + IL2IAtlLIIA7JL2),q'~: t~;(r). (4.7) 

Inserting this result into Eq. (4.5) yields the addition theorem 
for the irregular solid harmonics 

,q'j(r< +r» 

=417' ~ ~ ( 1)1, (21+2/1-1)11 
I,~om,£---I, - (2/1 + 1)!!(2/-1)1I 

X (I + 11m + mlllml/lml>'?Y~r(r < ),q'~\m'(r». 
(4.8) 

The Gaunt coefficient in Eq. (4.8) can be expressed in closed 
form. In that case one obtains the factorless form of the addi­
tion theorem which was given by Steinborn 7 and by Stein­
born and Ruedenberg.8 

Ifwe now combine Eqs. (4.2) and (4.3) we find 

( _ 1)1417' ao I, ( _ ll' 
,q'j(r< +r»= II L L --

(2/-1) .. I,=om,=_I,2/1+1 

X '?Yj(V < )'?Y~r(r < ),q'~'(r > ). (4.9) 

The remaining differentiation again poses no problems. 
With the help of Eqs. (3.3) and (3.4) we obtain after some 
algebra 

'?Y~: (V)'?Y~; (r) 

= (U2 + I)!! (A A 1..1 1..1 ) 
(U

2 
_ U

I 
+ I)!! 2 - I ILl + IL2 tILl 2JL2 

X(~t~~:(r). (4.10) 

Ifwe insert this result into Eq. (4.9) we find another version 
of the addition theorem of the irregular solid harmonics 

,q'j(r < + r> I 
00 I, (2/1 - I)!! 

=417' L L 
1,=lm,= -I, (2/-1)1I(2/1-21+1)!! 

X (/Im.\lml/l -Iml - m) 

X( _1)1,+I'?Y~~lm'(r< ),q'~'(r». (4.11) 

In order to prove the equivalence of Eqs. (4.8) and (4.11 I we 
introduce new summation variables in Eq. (4.11) 

12 = II - I, m2 = ml - m. (4.12) 

With these definitions we find for Eq. (4.11) 

,q'j(r < +r» 

= 417' f ± ( -1 )1, (2/ + 2/2 - 1 I!! 
1,=0 m,= -I, (2/- 1)11(2/2 + I)!! 

X (I + 12m + m21ImI12m2)'?Y~r(r < ),q'j+\m'(r> ). 

(4.13) 

Obviously, Eqs. (4.8) and (4.13) are identical. 

V. THE ADDITION THEOREMS OF THE HELMHOLTZ 
HARMONICS 

In this section Cv (z) stands for any of the Bessel func­
tions Jv(z) and Yv(z) or Hankel functions H~)(z) and H~)(z), 
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which are defined by (MOS, pp. 65-66) 

00 (_ It(z/2t+2m 

Jv(z) = m~o m!r(v + m + 1) 

= (z/2t Ii' (v + 1. _ z2), 
r(v + 1) 0"' I '4 

Yv(z) = [l/sin(1TV)] [COS(1TV)Jv(Z) -J _vIz)], 

H~)(z) = Jv(z) + iYv(z), 

H~)(z) = Jv(z) - iYv(z). 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

This generalization is possible because for our derivation of 
the addition theorems we shall only need the following dif­
ferential formulas and the recurrence relationship of these 
functions (MOS, p.67) 

(~!!..)mZVCv(Z) =zv-mCv_m(z), (5.5) 
z dz 

(~!!..)mz-VCv(Z) = (- l)mz -v-mcv+ m(z), (5.6) 
z dz 

Cv_ 1 (z) + CV+ I (z) = (2v/z)Cv(z). (5.7) 

With the help of these formulas the following relationships 
can be proved quite easily; 

[1 + a-2V2](ar)-I-I12CI+ t12(ar)~i(ar) = 0, (5.8) 

[1 + a-2V2](ar) -1- I12C _1_1/2(ar)~i(ar) = O. (5.9) 

The functions in Eqs. (5.8) and (5.9) are usually called Helm­
holtz harmonics. It seems that we have obtained two differ­
ent classes of solutions of the homogeneous three-dimen­
sional Helmholtz equation. However, in the case of 
half-integral orders v = n + !, nEZ, there exist symmetry 
relationships among Bessel functions, for instance (MOS, p. 
72) 

Y _n_I12(Z) = (- 1tJn + 112 (z), n EN. (5.10) 

Hence, if Cn + 112 stands for one of the Bessel functions 
I n + 112' Yn + 112' H ~~ 112' and H ~2~ 1/2' then C _ n _ 112 can 

I 

00 I 

also be expressed in terms of one of these functions. Conse­
quently, it would in principle be sufficient to derive the addi­
tion theorems for either the functions in Eq. (5.8) or those in 
Eq. (5.9). However, since the derivation is in either case quite 
simple we shall derive the addition theorems for the func­
tions in Eqs. (5.8) and (5.9) independently. 

In Eqs. (5.5) and (5.6) the differential operator Z-I d /dz 
acts as a kind of a shift operator for the order v. Hence, if we 
combine Eq. (3.1) with either Eq. (5.5) or (5.6) we immediate­
ly find 

(artCv (ar)~i(ar) = a - l~i(V)(art + Icv + I(ar), (5.11) 

(ar) - vCv (ar)~i(ar) = ( - a) - l~i(V)(ar)/- vCv _ I(ar). 

(5.12) 

Bessel and Hankel functions with orders v = ±! are essen­
tially trigonometric functions, for instance (MOS, p. 73) 

JI/2(Z) = [2/1rz Jl/2 sin z. (5.13) 

Therefore, we see that the Helmholtz harmonics with higher 
angular momentum quantum numbers may be generated by 
applying the spherical tensor gradient to some trigonometric 
functions, 

(ar) - 1- 112C _ 1_ 112 (ar)~i(ar) 

= a-/~i(V)(ar)-I/2C_ldar), 

(ar) - 1- I12CI + 112 (ar)~i(ar) 

= ( - a) -/~i(V)(ar)-I/2CI/2(ar). 

(5.14) 

(5.15) 

These relationships suggest that the addition theorems of the 
Helmholtz harmonics can be derived in exactly the same 
way as we derived the addition theorem of the irregular solid 
harmonics in Sec. IV. We only have to apply the spherical 
tensor gradient to the addition theorems of the relatively 
simple functions (ar) -I /2C ± 112 (ar), which are usually 
called Gegenbauer addition theorems (MOS, p. 107), and 
which can be compactly written as 

= (21T)3/2.L .L (ar < ) - 1- 1/2JI + 112 (ar < )~i·(ar < )(ar> ) - 1- 112C _ 1_ 112 (ar > )~i(ar > ), (5.16) 
I=Om=-1 

(alr< +r> 1l-1I2CI/2(alr< +r> I) 
00 I 

= (21T)3/2 .L .L (- 1)1 (ar < ) - 1- 112 JI + 1/2 (ar < )~i·(ar < )(ar> ) - 1- 112CI + 112 (ar > )~i(ar > ). (5.17) 
I=Om=-1 

Again, r < is the vector with the smaller and r> is the vector with the greater magnitude. Following our procedure in Sec. IV 
we differentiate Eq. (5.16) with respect to r> and obtain with the help ofEq. (5.14) 

(alr< +r> 1)-1-1I2C_I_1I2(alr< +r> I)~i(a[r< +r>]) 

=a-/~i(V>)(alr< +r> 1)- 1/2C_ 1I2(alr< +r> I) 
00 I, 

= (21T)3/2" " ( ) - I, - 112J ( ) OJJ m'r( ) -IO)Jm(v)( ) -I, - t/2C ()OJJm,() (5.18) .c.. .c.. ar < I, + 112 ar < ;:J'/, ar < a -;:;t'l > ar> _ I, _ 112 ar> -;:;t'/, ar> . 
i l =Om 1 = -I) 

The remaining differentiation can be done quite easily. With the help ofEqs. (3.8), (3.9), (5.8), and (5.14) we obtain immediately 

a-4'~I-"(V)(ar)-4,-I12C (ar)~I-"(ar) 4, - 4, - 112 4, 

4 mox (2) 

.L ( - 1)A4 (All I + 1l2IAtJlIIA1Jl2)(ar) -4 - 112C -4 _ 112 (ar)~~' +I-"(ar), .. ::U = (AI + A2 -/ )12. (5.19) 
4=4m ;n 

If we insert this relationship into Eq. (5.18) we obtain the addition theorem 
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00 I, Ii"" (2) 

=(21T)3/2 L L (ar<)-I-1/2JI'+1I2(ar<)~Zt(ar<) L (_1).41, 
1)=Oml -It 12 = liin 

(5.20) 

This addition theorem can also be derived by differentiating Eq. (5.16) with respect to r < • We only need 

(-a)-..t'~~:(V)(ar)-..t, I12C..t,+lnlar)~~~(ar) 
Am .. (2) 

L ( 1).4..t(A,uI+,u2IAj,£tIIAz.uz)(ar)-..t-1I2C..t+I12(ar)~~1+~'(ar), .::1..1, (A 1+Az-A)/2, (5.21) 
A=A.min 

which can be proved with the help ofEqs. (3.8), (3.9), (S.9), and (5.1S) to obtain a somewhat different representation of the 
addition theorem, 

liax (2) 

(ar> ) -I, - IIZC _I, _ 112 (ar > )~~'(ar » L ( - 1)41, 
11 i2 =liin 

(5.22) 

To prove the equivalence of Eqs. (S.20) and (S.22) we only have to introduce in Eq. (S.22) the new summation variable 
,uz = m 1 - m and to change the order of the two I summations. 

The addition theorem of the function (ar) - 1- 112 CI + 112 (ar)~i(ar) can be derived in exactly the same way. If we 
differentiate Eq. (5.17) with respect to r> we find 

lX) It • 

= (21Tf12 L L ( - l)I'(ar < ) -I, - 112J1, + 112 (ar < )~Z'(ar < ) 
11 =0 mJ 11 

Ii;. (2) 

X L ( l).4I'(lzm + mlllml/1ml)(ar < )-I,-1I2C1,+ 112 (ar> )~7,'+m'(ar », .::1lz = (I + II -/2}12. (S.23) 
12 = li1lX 

If we differentiate Eq. (S.17) with respect to r < , we find 

"" I, 
= (21T)3/2 L L ( - 1 )I'(ar > ) - I, - I12CI, + 112 (ar > )~~'(ar > ) 

1,=Om, I, 

IIMX (2) 

X i ( - 1)41'(/lmlllmllzm - ml)(ar < ) -1,- 112JI, + 112(ar < )~~ - mt(ar < ). (S.24) 

12 = ITin 

The equivalence of Eqs. (S.23) and (S.24) can be proved by introducing the new summation variable,uz = m - m l into (S.24) 
and by changing the order of the two I summations. 

VI. THE ADDITION THEOREM OF THE MODIFIED 
HELMHOLTZ HARMONICS 

The differential operator of the modified Helmholtz 
equation, 1 - a-zVz, can be obtained from the differential 
operator of the Helmholtz equation, 1 + a-2V2

, if the pa­
rameter a is replaced by ia. Consequently, the solutions of 
the homogeneous modified Helmholtz equations can be ex­
pressed in terms of modified Bessel functions. This follows 
also from the following relationships, which can be proved 
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I 
quite easily using known differential and recursive proper-
ties of the modified Bessel functions, 

[1-a-2V2](ar) 1-1/2I_I_1/2(ar)~i(ar)=0, (6.1) 

[1 - a-2VZ](ar) 1-1/2]1+ 112(ar)~i(ar) = 0, (6.2) 

[1 - a-2V2 ](ar) 1- 1/2K I+ 112(ar)~i(ar) = O. (6.3) 

Here, ] v (z) is a modified Bessel function of the first kind 
(MOS, p. 66), 
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00 (Z/2t+2m 
I,,(z)= L 

m=O m!F(v + m + 1) 

_ (z/2)" (V + 1. zl) 
- F(v + 1) oFI '4' 

(6.4) 

and K,,(z) is a modified Bessel function of the second kind 
(MOS, p. 66), 

Kv(z) = 1T/[2 sin(1TV)) [I _viz) -Iv(z)). (6.5) 

The functions of the first kind, Iv (z), increase exponentially 
for large arguments Z whereas the functions of the second 
kind, Kv (z), decline exponentially (MOS, p. 139). Conse­
quently, it is not surprising that only the modified Helm­
holtz harmonics which occur in Eq. (6.3) have been ofphys­
ical interest so far. 

The modified Helmholtz harmonics in Eq. (6.3) may be 
considered to be some special B functions which are defined 
by42 

B ;::1 (a,r) = (2/1T)1/2/[2" + I (n + I)!] (arr - 112 

X K"_112 (ar)~i(ar). (6.6) 

Because of the factorial in the denominator, B functions are 
only defined in the sense of classical analysis if the inequality 
n + />0 holds. However, it can be shown that the definition 
oftheB functions, Eq. (6.6), remains meaningful even if n is a 
negative integer such that n + 1<0 holds. In those cases B 
functions are distributions which can be identified with de­
rivatives of the delta function. 24 

If B functions are used Eq. (6.3) can be rewritten as 
[1 - a- 2V2 )B ~ 1,1 (a,r) = O. (6.7) 

If the spherical tensor gradient is applied to a scalar B func­
tion, one obtains43 

B;::I(a,r) = (41T)1/2( - a) -/~i(VlB~+I,o(a,r). (6.8) 

Ifwe set in Eq. (6.8) n -/ we find 

B~/,/(a,r) = (41T)1/2( - a)-/~i(VlBg,o(a,r). (6.9) 

However, the function B g,o is proportional to the Yukawa 
potential, 

Bg,o(a,r) = (41T)-1/2e -ar/(ar), (6.10) 

for which an addition theorem is known (MOS, p. 107). We 
rewrite this addition theorem m the following way: 

Bg,o(a,r < + r> ) 
co I 

=(2~)1/2 L L (-I)/(ar<)-1-1I2 
l=Om -I 

XII + 112 (ar < )~i·(ar < lB ~ IAa,r> ). (6.11) 

Again, r < is the vector with the smaller and r> is the vector 
with the greater magnitude. 

The derivation of the addition theorems of the modified 
Helmholtz harmonics can now be done in exactly the same 
way as the derivation of the addition theorems of the irregu­
lar solid harmonics and of the Helmholtz harmonics. If we 
differentiate Eq. (6.11) with respect to r, we find 

B~/./(a,r < + r» 

= (41T)1/2( - a) -/~i(V > lB g,o (a,r < + r> ) 
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X II. + 1/2 (ar < )~~r (ar < ) 

X ( - a) -/~i(V > lB ~'/ •. /. (a,r > ). 

Now we only have to insert the relationship44 

( - a)A.~~: (VlB 1',:. A"A, (a,r) 
Am .. (2) 

(6.12) 

= L (;"#1 + #21;"t!lII;"z/J2>BI'~:t.t'(a,r) (6.13) 
,t =,tmin 

into Eq. (6.12) to obtain the addition theorem of the modified 
Helmholtz harmonics, 

B m 1,1 (a,r < + r> ) 
00 Ii 

= (21T)3/2 L L ( - IVt(ar < ) -I. - 112 

1,=0 m.= -II 

XII, + 1I2(ar < )~~r(ar < ) 
IT" (2) 

X L (12m + mlllmll1m t ) 
12 = lrin 

XB~t..i.t(a,r». (6.14) 

This addition theorem can also be derived by differentiating 
Eq. (6.11) with respect to r < . We then obtain 

B m 1,I(a,r< +r» 

= (41T)1/2( - a) l~i(V < lBKo(a,r < + r> ) 
co It 

= (21Tf/2 L L (- l)/t( - a)-I 
II =0 m 1 = -II 

X ~i(V < liar < ) -It - 112 lit + 112 (ar < )~~r(ar < ) 

XB~lt,r.la,r». (6.15) 

To perform the remaining differentiation we use (MOS, p. 
67) 

(~~)m z-Vlv(z) =z-v-mlv+m(z) 
z dz 

in connection with Eq. (3.1) to obtain 

(ar) 1-
11211+ 1I2(ar)~i(ar) 

(6.16) 

= a -1~i(V)(ar)-1/211/2(ar). (6.17) 

If we now combine Eqs. (3.9), (6.2), and (6.17) we find 

XIA + 1I2(ar)~~t +I"(ar). (6.18) 

If we insert this result into Eq. (6.15) we obtain a somewhat 
different representation of the addition theorem of the modi­
fied Helmholtz harmonics, 

B~/,/(a,r< +r» 
co It 

= (21Tf/2 L L B ~ It,lt (a,r > ) 
11 =0 ml= -11 

IT" (2)Y 

X L (1)/'(llm l I1mI12m l - m) 
12 = [Tin 

X(ar < )-1, 1/2Ir,+ 1/2(ar < )~i.,-m·(ar <). (6.19) 

To prove the equivalence ofEqs. (6.14) and (6.19) we only 
have to introduce the new summation variable 1"2 m I - m 
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into Eq. (6.19) and to change the order of the two I summa­
tions. 

VII. SUMMARY AND CONCLUSIONS 

In this article simple and unified derivations of the addi­
tion theorems of the irregular solid harmonics, the Helm­
holtz harmonics, and the modified Helmholtz harmonics are 
presented. Our derivations are based upon differential rela­
tionships of the following type: 

Fi(r) = ~i(V)1,6 (r). (7.1) 

Here, Fi(r) is an irreducible spherical tensor, 1,6 (r) is a func­
tion that only depends upon the distance r, i.e., a spherical 
tensor of rank zero, and ~i(V) is the spherical tensor gradi­
ent which is obtained from the regular solid harmonic ~i(r) 
by replacing the Cartesian components ofr by the Cartesian 
components of V. 

The differential relationship (7.1) assumes a particular­
ly simple form for the functions under consideration because 
in these cases the application of the spherical tensor gradient 
merely leads to a shift of angular momentum quantum 
numbers. If the spherical tensor gradient ~i(V) acts upon 
the Coulomb potential which is the irregular solid harmonic 
of rank zero we obtain !l'i(r). In the same way we obtain the 
(modified) Helmholtz harmonics of rank I by differentiating 
the (modified) Helmholtz harmonics of rank zero. 

The remarkable differential properties of the irregular 
solid harmonics and the (modified) Helmholtz harmonics 
can be employed profitably for the derivation of addition 
theorems. We simply have to apply the spherical tensor gra­
dient to the addition theorems of the Coulomb potential or 
the (modified) Helmholtz harmonics of rank zero and obtain 
the addition theorems of the anisotropic functions. 

The idea of applying differentiation methods for the 
derivation of addition theorems is not at all new. Methods 
that are in some sense equivalent or closely related to our 
method, which is based upon the spherical tensor gradient 
and its tensor character, have already been employed by 
Hobson,l Rose,2 Chiu,3 Dahl and Barnett,6 Steinborn and 
Ruedenberg,8 Tough and Stone,9 and Nozawa. 14 However, 
in the references cited the differential operators were applied 
in their Cartesian form and the tensorial nature of the differ­
ential operators was not exploited systematically. The direct 
application of differential operators, which involve differen­
tiations with respect to x, y, and z to irreducible spherical 
tensors, leads to relatively complicated and sometimes rath­
er messy expressions which cannot be manipulated easily. In 
our approach we utilize the fact that the application of the 
spherical tensor gradient to an irreducible spherical tensor 
leads to an angular momentum coupling. Therefore, only 
differentiations with respect to the radial variable r have to 
be done. It is the systematic exploitation of the tensor char­
acter of the differential operator ~i(V) which makes our 
derivation of the addition theorems almost trivial. 
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It should be noted that our method for the derivation of 
the addition theorem of an anisotropic function is not re­
stricted to irregular solid harmonics and (modified) Helm­
holtz harmonics. If the addition theorem of an isotropic 
function 1,6 (r) is known one only has to apply the spherical 
tensor gradient ~i(V) to it. According to Eq. (7.1) one then 
obtains the addition theorem of the anisotropic function 
Fi(r). 

ACKNOWLEDGMENT 

E.O.S. thanks the Fonds der Chemischen Industrie for 
financial support. 

IE. W. Hobson, The Theoryo/Spherical and Ellipsoidal Harmonics (Chel­
sea, New York, 1965), Chap. IV. 

2M. E. Rose, J. Math. Phys. (Cambridge, Mass.) 37,215 (1958). 
'YoN. Chiu, J. Math. Phys. 5, 283 (1964). 
4R. A. Sack, J. Math. Phys. 5, 252 (1964). 
'R. A. Sack, SIAM J. Math. Anal. 5, 774 (1974). 
6J. P. Dahl and M. P. Barnett, Mol. Phys. 9, 175 (1965). 
7E. O. Steinborn, Chem. Phys. Lett. 3, 671 (1969). 
8E. O. Steinborn and K. Ruedenberg, Adv. Quantum Chem. 7,1 (1973). 
9R. J. A. Tough and A. J. Stone, J. Phys. A 10,1261 (1977). 
lOB. Friedman and J. Russek, Q. Appl. Math. 12, 13 (1954). 
llS. Stein, Q. Appl. Math. 19, 15 (1961). 
120. R. Crnzan, Q. App!. Math. 20, 33 (1962). 
13M. Danos and L. C. Maximon, J. Math. Phys. 6, 766 (1965). 
14R. Nozawa, J. Math. Phys. 7,1841 (1966). 
"E. O. Steinborn and E. Filter, Int. J. Quantum Chem. Symp. 9, 435 (1975). 
16p. J. A. ButtIe and L. J. B. Goldfarb, Nuc!. Phys. 78, 409 (1966). 
l7F. D. Santos, Nuc!. Phys. A 212, 341 (1973). 
18E. G. P. Rowe, J. Math. Phys. 19, 1962 (1978). 
19B. F. Bayman, J. Math. Phys. 19, 2558 (1978). 
20S. N. Stuart, J. Austral. Math. Soc. Ser. B 22,368 (1981). 
21A. W. Niukkanen, J. Math. Phys. 24, 1989 (1983). 
22A. W. Niukkanen, J. Math. Phys. 25, 698 (1984). 
23E. J. Weniger and E. O. Steinborn, J. Chem. Phys. 78, 6121 (1983). 
24E. J. Weniger and E. O. Steinborn, J. Math. Phys. 24, 2553 (1983). 
2SW. Magnus, F. Oberhettinger, and R. P. Soni, Formulas and Theorems/or 

the Special Functions 0/ Mathematical Physics (Springer, New York, 
1966). This reference will be denoted as MOS in the text. 

26E. U. Condon and G. H. Shortley, The Theory 0/ Atomic Spectra (Cam­
bridge U.P., Cambridge, England, 1970), p. 48. 

27L. C. Biedenharn and J. D. Louck, Angular Momentum in Quantum Phys­
ics(Addison-Wesley, Reading, MA, 1981), p. 86, Eq. (3.192) 

28E. J. Weniger and E. O. Steinborn, Comput. Phys. Commun. 25, 149 
(1982), p. 151, Eq. (3.1). 

29See Ref. 27, p. 312. 
"}See Ref. 23, p. 6126. 
31E. W. Hobson, Proc. London Math. Soc. 24, 55 (1892). See also Ref. I, p. 

127, Eq. (7). . 
32See Ref. 17, pp. 359-361, Appendix 2. 
"See Ref. 19, p. 2559, Eq. Ill). 
3<See Ref. 20, p. 373, Theorem 2. 
3SSee Ref. 21, pp. 1989-1990, Eqs. (3H6), (12), and (13). 
3~ee Ref. 24, p. 2555, Eq. (3.9). 
"See Ref. 24, p. 2557, Eq. (3.29) and p. 2559, Eq. (4.24). 
38See Ref. 21, p. 1990, Eq. (15) and Ref. 23, p. 6127, Eq. (4.24). 
3~. K. Novosadov, Int. J. Quantum Chem. 24, 1 (1983), p. 14, Eq. (65). 
.oosee Ref. 39, p. 15, Eq. (66). 
41See Ref. 23, p. 6127, Eqs. (4.21H4.28). 
42E. Filter and E. O. Steinborn, Phys. Rev. A 18, 1 (1978), p. 2, Eqs. (2.7) and 

(2.14). 
"See Ref. 23, p. 6126, Eq' (4.12). 
"See Ref. 24, p. 2562, Eq. (6.25). 

E. J. Weniger and E. O. Steinborn 670 



                                                                                                                                    

On the body of supermanifolds 
Roberto Catenaccia) 

Dipartimento di Matematica, Via Strada Nuova 65, Pavia, Italy and Istituto Nazionale di Fisica Nucleare, 
Sezione di Pavia, Italy 

Cesare Reinaa) 

Dipartimento di Fisica, Via Celoria 16, Milano, Italy 

Paolo Teofilatto 
Dipartimento di Fisica, Via Celoria 16, Milano, Italy 

(Received 17 July 1984; accepted for publication 2 November 1984) 

The problem of constructing the body of a GeL> manifold is considered. It is shown that any such 
manifold is foliated, and the body is defined to be the space of the leaves of this foliation. Under 
certain regularity conditions on the foliation, the body is a smooth finite-dimensional real 
manifold. 

I. INTRODUCTION 

In supersymmetric field theories and supergravity one 
extends space-time to a "superspace," where four anticom­
muting coordinates appear, as well as the usual commuting 
ones. Superspace was introduced as a somewhat heuristic 
tool, which proved to be effective in handling very complex 
field theories, where one deals with commuting (bosonic) as 
well as anticommuting (fermionic) fields in supersymmetry. 

Setting up such theories in a proper geometric frame­
work was a bit of a problem, because one was forced to work 
either on a space (like superspace) where no proper differen­
tial calculus was established, or on a "supermanifold" (like 
those of Konstant and Batchelor) where all the fields are 
commuting (see, e.g., Ref. 1). The definition by Rogers2 of 
GeL> manifolds seems able to bypass both these shortcomings 
in physical application, because these are actually Banach 
manifolds, and the natural fields on them are Grassmann 
valued. So, anticommuting variables and fields can be treat­
ed on the same ground as the commuting ones. 

After the introduction of GeL> manifolds, some work has 
been devoted to the study of their relations with ordinary 
real differentiable manifolds. To understand these relations 
is crucial in view of possible applications to supersymmetric 
field theories and supergravity. Indeed the physical meaning 
of such theories can be understood only in terms of represen­
tation of the Poincare group, that is, after the theory has been 
suitably reduced on ordinary space-time. It is therefore im­
portant to inquire to what extent GeL> manifolds provide ex­
tension of space-time. Also from the purely mathematical 
point of view, it seems natural to inquire about the relations 
between the category of GeL> manifolds and that of eeL> mani­
folds. 

This question was already considered by Rogers,2 by 
introducing the notion of the "body" of a GeL> manifold. This 
definition was stated in terms of local coordinates. After the 
work by Jadczyk and Pilch,3 Percacci and Marchetti4 and 
Hoyos et al. S came back to the problem, showing that the 
local definition by Rogers did not extend globally, unless the 
GeL> structure was quite peculiar. 

0) Also at Gruppo Nazionale di Fisica Matematica del CNR. 

In this paper we came back to the problem of defining 
the body of a GeL> manifold. Our approach is independent of 
charts, and it is based on the fact that any GeL> manifold is 
foliated (as shown in Sec. II). Then the body arises as the 
quotient space of the GeL> manifold by this foliation, which 
always exists as a topological space both in the finite- and the 
infinite-dimensional case. However, as is usual when taking 
the quotient by a foliation, the body does not admit a mani­
fold structure, even at a topological level. A simple example 
of this phenomenon, relevant for the present case, is given in 
Sec. III. Finally we show that, under suitable regularity con­
ditions on the foliation, a GeL> manifold admits a smooth 
differentiable structure on its body. Examples of regular 
manifolds are the p manifolds of Ref. 5. 

To avoid a long list of notation and definitions, we 
adopt the notation of Yadczyk and Pilch.3 In particular, Q 
will usually denote a Banach-Grassmann algebra, and it is 
infinite dimensional over the reals. When we speak of finite­
dimensional GeL> manifolds, we mean a manifold which is 
finite dimensional over the reals; so in this cases Q will stand 
for a Grassmann algebra with L odd generators (Le., we iden­
tify Q with B L, according to the notations of Ref. 2). 

II. FOLIATION AND EQUIVALENCE RELATIONS ON A 
GOO MANIFOLD 

In this section we show that any GeL> manifold X is foli­
ated. The basic fact is that one can define an involutive sub­
bundle ~ of the tangent bundle TX, by considering tangent 
vectors whose components in any chart have vanishing real 
parts. 

To be defini~e, l:t (Ua!~a) be a Gao atlas for X, with 
coordinate maps fP a: Ua -+Aa C Q m,n, and consider the map 
~: Qm,n-+Rm gotten by taking the real parts. The map fa : 
Ua-+£(Qa)CRm, given by fa = E'~a is clearly a submer­
sion. Its differential dfa: TUa-+Rm has a closed kernel. 
Then we set ~a = ker dfa. 

Clearly this local definition extends to a global one, be­
cause a tang~nt vector v at p be!ongs to ~ a Ip if and only if its 
components 10 the chart (Ua , fPa) have vanishing real parts, 
a property which is clearly independent of charts. We call 
such a vector of type u. More computatively if vA are the 
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components of v in a chart (U, q; ) around p, its components 
/I' in another chart (U', q;') around p are given by 
/I' = (d~)~ '/I, where ~ = q;'oq; -I is the coordinate trans­
formation between the two charts, Since ~ is Gao , one has 
that E(/I') = E(d~)~ 'E(/I). Now E(d~)~' is invertible, and 
hence, being of type u, is independent of charts. Accordingly 
two local distributions.Ia and.Ip agree at any pEUanUp, 
i.e·,.Ia Ip =.Ip Ip· 

From the construction above it is clear that.I is integra­
ble, its leaves being locally given by the equation 
fa = E·q;a = const. Then we give the following definition. 

Definition: Two points p,qEX are equivalent (p-q) if 
they belong to the same connected maximal integral mani­
fold (leat) of .I. 

It is apparent that this is an equivalence relation inde­
pendent of charts, which refines the definitions previously 
attempted in the literature.2

•
4 To make contact with these, 

we notice that ifp,q belong to the same chart (Ua , q;a), then 
fa (P) = fa (q) (i.e., having the same real coordinates) implies 
that p-q. The converse is not true in general, because the 
intersection of a leaf of.I with Ua may be not connected. 
Hence two points in Ua , belonging to different connected 
components, may very well be equivalent, without having 
the same real coordinates. 

One may argue that the present equivalence relation is 
in some sense unnatural, in that it seems better to start with 
the usual local relation2.4·5 defined as follows. Whenever 

p,qEUa,onesetsp-qifandonlyiffa(P) =fa(q). The trouble 
loe 

with this local relation is that (i) it is not independent of 
charts, and (ii) its global extension is not trivial. As to (i), it is 
sufficient to notice that if p,q belong to two disconnected 
components of the intersection of two charts UanUp, it may 
happen thatfa (P) = fa (q) butfp (P) =1= fp (q). If Q = B L is finite 
dimensional, one can overcome this difficulty by taking a 
suitable refinement of the Gao atlas of X, as shown in Appen­
dix A. Another possible way out is to assume that X has a 
special Goo structure, i.e., that the images 
f/Ja (UanUp )CQ m.n are E connected,4 or that the manifold is 
as in Ref. 5. 

Even when the relation - is suitably treated to yield 
loe 

independence of charts, one faces the fact that it is reflexive 
and symmetric, but fails, in general, to be transitive. To get, 
in any case, an equivalence relation, one follows the standard 
prescription of considering the transitive closure of the sub-

set R loe = Ip,q/p-q}, i.e., the minimal RCX xX which 
loe 

contains R Icc and is an equivalence relation -. In other 
R 

words, one has that p-q if and only if there exists a finite 
R 

sequencep;, q;(1 <i <N) of points such thatpI = p, qN = q, 
and p; -q;. In this form this equivalence has been intro-

loe 
duced in Ref. 5. 

Notice that the existence of - depends crucially on 
R 

being independent of charts. In this case, we can show that 
the two equivalence - and - are actually the same. 

R _ 

Proposition: Two points p,qeX are R equivalent if and 
only if they belong to the same leaf of .I. 
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Proof: Any curve pIt )CX of R-equivalent points has 
tangent vectors oftypeu. Hence 'rIt,p(t) belongs to the same 
leaf of .I. Conversely if p,q belong to the same leaf of .I, then 
there exists a compact curve p(t) of type u connecting them. 
Then we can choose points p; = pIt;) and q; = pIt ;) such that 

p;-q; and Po =p, qN =q. 
loe 

Remark: As already mentioned, the proof above re-

quires that - be independent of charts. If not, we stress that 
R 

- cannot be consistently defined, while our equivalence re­
R 

lation - exists in any case. 

III. THE BODY OF A Goo MANIFOLD 
Definition: The body X of a Gao manifold X is the space 

of the leaves of.I on X. 
When R equivalence exists on X, one can as well say 

thatX = X / - is the set of R-equivalence classes of points in 
_ R 

X. 
We give X / - the quotient topology, thus yielding that 

the canonical projection 1T: X -X is continuous and open. 
The question is now if X can be given a manifold structure. 
As is well known, the answer to this question for a generic 
foliated manifold is negative. In any case, to build a manifold 
structure on the space of leaves, one has at least to assume 
that the foliation was regular (see, e.g., Ref. 6). 

Thanks to the properties of Goo manifolds, we can say a 
bit more in the present case. First notice that "concrete" GOO 
manifolds are built gluing together charts, and giving them 
the topology which makes the coordinate maps homeomor­
phisms. Now, around any pEX one can define a cubic and flat 
coordinat~ p~tch (Up, q;p) centered at p as fo~ows. _ _ 

Let (U, f/J )beachartcontainingp; wesetf/Jp = f/J - f/J (P) 
so that q;p(P) = OEQm.n. If (x\ ... ,xm) = E.~p(q)ERm denote 
the real coordinates of qEU, we consider a cube cCRm

, of 
width 2a, given by Ix; I <a. Then let 
Up = ~ p-I[E-I(C)~p(U)]. From Sec. II it follows that the 
leaves of.I in Up are parametrized by the real coordinates 

I - - - -(x , ... ,xm) = f/Jp (q)EUp, that is, the coordinate patch (Up, f/Jp) 
is "flat." 

The trouble here is that the correspondence between 
leaves of.I in Up and the real coordinates (Xl , ... ,xm ) is not a 
bijection, that is in general one has no maps f/Jp making the 
following diagram commutative: 

Up 
f/Jp 

Ac~·n .. 
1T l l E 

Up ---- ACRm. (3.1) f/Jp 

If, on the contrary, for any p one has a patch (Up, tPp) and a 
map f/Jp such that the diagram above commutes, we say that 
the.I foliation is regular. A Goo manifold whose.I foliation 
is regular will be called regular itself. 

To see that regularity is missing in general consider the 
following example. 

Example: We construct a torus over Q :.1. Ifx + OyEQI 
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with B 2 = 0, then we have coordinates (x,yB }E{? :.1. Consider 
the intersection of the two strips 

(I) a(x - 1}<.Y<a(x + I), (aER +) 

(II) - a(x + l)<,y< - a(x - 1) 

and identify the boundaries of (I) by 
(a + M )-+(a + 1,(b + a)B) and of (II) by (a,M) 
....... (a - 1,(b + a)B). It is clear that this operation is G"" , and 
that the resulting torus X has a G"" structure. Now if a is not 
rational, the leaves of I are dense on X, and, therefore, the I 
foliation is not regular. From this example we see that regu­
larity is by no means a local property. In other words the 
existence ofa map fP in diagram (3.1) crucially depends on 
the global behavior of the leaves of I. Since fP p is lacking, one 
has no coordinates on X / -, that is, the body of X is not even 
a topological manifold. 

Although regularity will be difficult to check in a gen­
eric case, one can give sufficient conditions. It is easy to show 
that the p supermanifolds of Ref. 5 have regular foliation. 
Conversely if the foliation was regular, than the flat coordi­
nate charts are € connected and, the diagram being commu­
tative, it yields a p supermanifold structure on X. Examples 
of regular supermanifolds are the G"" extension of any ordi­
nary Coo space-time constructed by Bonora, Pasti, and 
Tonin.7 

Whenever X is regular, its body is obviously a topologi­
cal manifold. We can also prove the following theorem. 

Theorem: Let X be a regular Goo manifold. Then its 
body X is a C"" manifold. 

Proof: Since X is regular, one has an atlas {( Up ,q,p)} and 
bijections fPp making the diagram (3.1) commute. Then one 
has bijections fPqfP p l:A ....... B, A,BCRn such that the dia­
gram 

_ _ fPp _ 

~n~ • A 

~ I ~, ---:B~'r~ 
u,nu,~ ;<.:,_, 

B 
commutes. Now the transition functions fPp'fP q- 1 are clearly 
local homeomorphisms. They are also C"" diffeomorphisms. 
Indeed we can_represent them by qJp'f/J...q-l ~ €.q,p.q, q-I'(7, 

where (7: A ....... A is a C"" section of A.......e(A ) = A. Then 
fPp 'fP q 'arises as a composition of C"" maps, and hence it is 
C"" . The same applies to the inverse fP q 'fP p- '. Hence X is a 
C"" manifold. 

Next, by similar arguments, one proves that if ¢tX ....... X 
is a G"" diffeomorphism, then there exists a unique t/rX ....... X 
which is a C"" diffeomorphism and such that the diagram 
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is commutative. So the body X = 1T(X) is unique up to diffeo­
morphisms. More precisely one may say that 11' is a functor 
from the category of regular G"" manifolds with Goo diffeo­
morphisms to the category of C"" manifolds with Coo diffeo­
morphisms. 
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APPENDIX A: THE EXISTENCE OF A "GOOD" 
SUPERATLAS 

In this appendix we show the existence, in the finite­

dimensional case, of a superatlas in which the - relation is 
R 

chart independent. 
The existence of a "good" atlas is a consequence of a 

well-known result in the theory of ordinary differentiable 
manifold: LetXbe a paracompact differentiable manifold of 
dim n. Then every open covering {Va} of X has an open 
refinement { Vi } such that (i) each Vi has compact closure; 
(ii) f Vi } is locally finite; and (iii) any nonempty finite inter­
section of the Vi'S is diffeomorphic to an open ball of R n 

• 

Now, if we have a G"" supermanifold X modeled on B r;,n 
with a given superatlas { Va' q, a }, we can consider it as a real 
Coo manifold of dim N = 2L - I(m + n). In fact, every G"" 
manifold is a Banach manifold Coo , and every Goo map 
between supermanifolds is also a Coo map, and hence there 
exists a forgetful functor 

F:G"" supermanifolds ....... C"" manifolds. 

The identification of B r;.n with R 2L - '(m + n) is as follows: 
Wetakeabasis_ofBJ;,! {PI' },andsetZA =ZAI'PI" We then 
define a map/:X ....... FX, which, on the underlying topological 
spaces.,! is the identi!y and on suitable atlases { Va' q,a } of X 
and f Va' ""a } of FX has the representation 

q,a 1-"";; '(ZA) = ZAI' . 

Now we can apply the proposition above to the manifold FX 
getting the "good" covering { Vi }. We can then transfer the 
sets {Vi} on X and we have "good" superatlas 
{ iT; , q,a I v, = q,i }, where a corresponds to a Ua of the origi­
nal superatlas containing iT;. In fact, as Vinij is connected 
and the q,j 's are homeomorphisms, q,i (iT; nij ) and q,j (V;nij) 
are connected open sets in B r;.n. 

We recall now the following proposition (see Rogers2). 
Proposition: Let U be open and connected in B r;.n and 

let/eG"" (U). Then there exists a uniquejEG"" (€-I(€(U))) 
such that f' I u = f It follows from the properties of Taylor 
series and the fact that € is an algebra homomorphism that if 
x,yeU (U open and connected in B r;.n) with €(x) €(y), then 
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E/(X) = E/(y). We have then proved that the transition func­
tion lpij of the "good" atlas are "body preserving," i.e., if 
X~j(VinJj) are such that E(X) = E(y) then Elpij(X) = Elpij(Y). 
So the relation - R is chart independent. 
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We develop the extensive harmonic analysis on the universal covering group of the Euclidean 
group in three-space. 

I. INTRODUCTION 

This paper is a sequel to our previous work l (called 
hereafter Paper 1), which dealt with the explicit computation 
ofClebsch-Gordan (CG) coefficients of the (simply connect­
ed) twofold univ,asal covering group of the Euclidean group 
in three-space E(3) and special functions associated with 
group representations and CG co~cients of £(3). Miller2 

initiated the harmonic analysis on E(3), although he did not 
identify it as such. The purpose of this paper is to complete 
his work by performing the formal harmonic analysis on E(3) 
through a new systematic, refined, and rigorous approach. 

Physicists have recently been utilizing harmonic expan­
sions to study dimensional reduction. Their interests lie, so 
far, in harmonic expansions3

-
9 on coset spaces for the fields 

that occur in higher-(larger than four-) dimensional theories, 
Kaluza-Klein theories and supergravity theories. It is 
noteworthy that harmonic analysis on a group yields a har­
monic expansion on a coset space. This is no surprise, since 
harmonic analysis requires reduction of group representa­
tions. 

We will set up our groundwork in Secs. II and III. In --Sec. II we give the necessary resume ofE(3). Section III pro-
vides a useful outline regarding how to construct the unitary 

I 

III. THE UIR OF E(3) 

Hi(cj2 + b 2 _ a2 _ b 2)] 

~(a2 + b 2 + a2 + b 2) 

i( -ab +ab) 

The dual group R 3 of R 3 consists of the unitary char­
acters..t' : a---.eil"Q for aER 3. We identify R 3 with the momen­
tum space P 3. Then the group SU(2) acts on P 3 as well as on 
R 3. The SU(2) orbit of a given peP 3 are spheres 
fl p = { peP 3: 1/ p II = P >0 j. Thus we can characterize the 
partition of P 3 into orbits by choosing the following set K 
representing the standard momentum p: 

p 3 = u fl (P)= u fl , 
peK p>o p 

where 

K = {P = (O,O,p):p>Oj. 

Hence there are only two stability groups (little groups), 

Gj> = SU(2), for PEfJo, 
,-.,. 

(5) 

Gj> = SO(2), forpEfJp(p>O), (6) 
,-.,. 

where SO(2) is the twofold covering group of SO(2), the 

irreducible representation (UIR) of E(3). The full scale of 
harmonic analysis on E(3) will be carried out in Sec. IV. 

II. THE GROUP E(3) 

In this paper we are concerned with the (simply con-..-
nected) twofold covering group E(3) of the proper Euclidean --group E(3) [E(3) is often named E(3) throughout this paper]. 
It is the semidirect product R 3 X '7 SU(2) relative to the ho­
momorphism TJ ofSU(2) into the group of automorphisms of 
R 3. The matrices ± AeSU(2) determine the same rotation 
TJ(A ) given by 

A (r.uJA -I = (TJ(A )r).u, (1) 

where u stands for the Pauli matrices 

u
l 
= (~ ~). u2 = e ~ '). if = (~ ~ J (2) 

..-
The multiplication law for E(3) is 

{rl,Ad {r2,A2j = (rl + TJ(A 1)r2,A 1A2j. (3) 

In the following we shall usually write Ar instead of TJ(A Jr. If 

A=( a_ ~) 
-b a 

with aa + bb = 1, then TJ(A ) has the expression lO 

I 

ab +ab ) 
i( - ab + _ab) . 

aa-bb 
(4) 

group of rotations around the z axis, and it is isomorphic to 
the multiplicative group of the complex numbers 
eiI/J12, 0< '" < 41r. Thus its UIR's are one-dimensional and of 
the form 

r{[ ei
:

2 

e _ ~I/J/2]) = euI/J, (7) 

where 2s = 0, ± 1, ± 2, .... 
. Th~ UIR's associated with the trivial orbitEP are of no 
Interest In the present work. The UIR's (p,s) ofE(3) associat­
ed with an orbit fl p (p > 0) are given by 

[Up,s(a, A If](p) = eiI"Q(rStSU(2))(p, A If(A -lp), (8) 

where t denotes "induced." 
The carrier space of (p,s) is H (p,s), the Hilbert space of 

Lebesgue square integrable functions on the manifolds fl 
with inner product p 

(J,g) = r J(p)·g(p)dw(p), f,geH(p,s), (9) Jnp 
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where dw( p) = sin 0 dO dcp for p = (p sin 0 cos cp, 
p sin 0 sin cp, p cos 0 )eJJp • We recall that the set K in (5) 
meets each orbit just once, and it is certainly a Borel set in P 3. ,.-
Thus E(3) is a regular semidirect product. Therefore one can 
conclude I I that (i) every UIR ofE(3) which acts nontrivially 
on the translation subgroup is unitarily equivalent to a repre­
sentation of the form (S) for some choice of constants p and s 
and (ii) two such representations UI and U2 are unitarily 
equivalent ifand only if PI = P2 ands l = S2' Further explicit 
expression of (S) was given in Paper 1. 

IV. HARMONIC ANALYSIS ON E(3) 
We aim to complete the proof of the Plancherel 

theorem. Thus our task is the reduction of the regular repre­
sentation ofE(3). We first prove the following lemma. 

Lemma: 
00 

UP,sISUI2) ~ I D(/), 
1= lsi 

where D (I) is a UIR ofSU(2) and ~ means an equivalence of 
representations. 

Proof; Let 
00 

U P,sISUI2) ~ I n(/,sJD (I), 
21=0 

where n(/,s) is a multiplicity of D (I). 
By (S), 

U p,sISU(2)==r~) ~SU(2) 
00 

~ I n(/,s)D (I). 
2/=0 ....-... ....-... 

Since SU(2)nSO(2) = SO(2), the Frobenius reciprocity 
theoreml2 gives rise to 

I 

D(l)IS0("2) = I n(l,s)r~). 
s= -I 

Thus we have 

{
I, 

n(/,s) = 0, 
iflsl.;;;;l, 

if lsi >1. • 
The above lemma is known. 10,13 Our elegant proof is, how­
ever, new. 

We consider the Hilbert space H =L 2(E(3)), the ele­
ments of which are complex functions, Lebesgue integrable 
with respect to the Haar measure dA d 3r. The inner product 
is given by 

(f,g) = r f(r, A )g(r,A )dA d 3r, f,gElI. (10) 
JE(3) 

We define the unitary (left) regular representation 

[U(ro, Aolf](r, A) = f(A 0- I(r - ro), A 0- IA ). (11) 

We shall explicitly decompose this representation into irre­
ducible components. 

We now define the Fourier transform Y forfElI 

(Y 1)( p,a) f( p, A ) = (21r~3/2 i, eip
•
r fIr, A )d 3r, (12) 

where p·r is the Euclidean scalar product. By the classical 
Fourier theorem, we have 

(Y -11)(r, A) fIr, A ) 
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(13) 

Then we obtain 

r r If(r,AWd 3rdA= r r If(P,AWd 3pdA. (14) 
JRJsuI2) Jp,Jsul2) 

Therefore ( 13) defines an isometric mapping into 
iI = L 2{p 3 X Tf SU(2)), the Hilbert space of complex func­
tions, Lebesgue square integrable with respect to the Haar 
measure d 3p dA. 

The regular representation U in (11) induces in iI 
[U(ro, Aolf](p, A) = eiro

'
p f(A 0-

1 p, A o-IA). (15) 

We recall, from Sec. III, that fJp denotes the SU(2) orbit of 
the standard momentum P = (0,0, p): 

fJp = IpEP 3 11pli =pj. 
We set 

fP(p,A) f(p,A), forpEfJp' (16) 

By (15) we now have 

[U(ro, AolfP ](p, A) = eiro
'
p fP(A 0- I p, A 0 IA ). (17) 

Notice that U and U are unitarily equivalent via 
U = Y -I UY. Obviously, we have 

i r If(p,AWd 3pdA 
P>JSU(2) 

= r"''''' p2dPi dw(p)r l/(p,AWdA, (IS) 
Jo lJp JSUI2) 

where dw(p) and dA are Haar measures for fJp and SU(2), 
respectively. This shows that the representation U defined 
by (15) is a direct integral of the representations defined by 
(17). Our problem will be solved if we further reduce these to 
simpler representations. We need to recall, from Paper 1, 
that the matrix element Ap-.pESU(2) has the property that 
satisfies Ap-.p.p = p. Using this fact, we can writel4 

A A I 
f(p,A) =fP(Ap-.pP, Ap-.p.A ;"p.A) 

QO U U A 

= I I I R:::'(P.A ;..~.A) 
2u=0 s= -u m=-u 

XT~m(Ap-.p), (19) 

where T~m is the matrix element ofSU(2), whic~ is given in 
the Wigner D function. [See Eq. (34) and Appendix A in 
Paper 1.] Since f~:::' (P, A ;"~A ) is also square integrable on 
SU(2), we can further write 
A 00 V V A 

j P,U ( . A -I A) - ~ ~ ~ fP'u,v TV (A -I A) 
S,m p, p-:.-.p - ~ £.. ~ s,m;t,n t,n p--+jJ , 

2v = 0 t = - v n = - v 

(20) 

where the f~':::.~ n are functions of p. Choose CESU(2) such 
thatCp = p. We know T~m(C) = 8.,me- is;p forsomecpsuch 
that O.;;;;cp < 41r. We then obtain 

f~'::'(P, C -IA) = eis;p f~'::'(P, A). (21) 

Comparing (21) with (20) we can conclude2 that 

fAp,U,.V = 0 unless t = s. (22) s,m,t,n , 

Furthermore, U + v must be an integer. Substituting (20) and 
(22) into (19), we see that the functions fP (p, A ) have the 
form 
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IP(p,A) 
00 00 u u v 

=L L L L L f~'::;;~,n 
2u = 0 2v = 0 s = - u m = - u ,,= - v 

XT~m(Ap----.i»T~,n(A ;'~A). (23) 

The quantity on the right side of (23) transforms properly 
under SU(2). In particula~r fixed s, theA transformation 
underthelittlegroupG = SO(2) shows that U(ro, A )in(I7)is 
unitarily equivalent to (p,s) when the carrier space is restrict­
ed to H (p,s). Thus, by our lemma, we can write (23) as 

A 00 00 U VA 

fP(p,A) = L L L L L f~'::;;~,n 
2s = - 00 u = lsi v = lsi m = - u n = - v 

X T~m(Ap----.i»T~,n(A ;.~A). (24) 

We shall writel:::::::'n explicitly. Using (20), (19), and (12) 
successively we can obtain 

I :::::::'n = ( d 3r ( dA {u,m I p,slv,n 1 (r, A )fIr, A ), (25) 
JR J JSU(2) 

where {u,ml p,slv,n }(r, A lis the matrix element of the opera­
tor Up,s (r, A) with respect to the orthonormal basis of 
H (p,s). We refer its details to Paper 1. The bar on the matrix 
element signifies its complex conjugate. Thusl :::::::'n is exact­
ly a matrix Fourier coefficient off Also making use of those 
appropriate inversion transforms, we can derive without any 
difficulty 

00 00 00 u v (00 

f(r,A ) = 2s =~ 00 u ~sl v ~sl m ~_ u n ~_ Jo p2 dp 

xl :::::::'n {u,m I p,slv,n 1 (r,A ), (26) 

where we have used, from Paper 1, the orthogonality rela­
tion for the matrix element 

(d 3r( dA{ul>m 1,lpl,sllv1,n 1 j(r,A) 
JR J JSU(2) 

X {u2,m21 P2,s2Iv2,n2}(r, A) 

41T 
= - 8(p -p ).8 ·8 ·8 ·8·8 (27) 2 1 2 S"S2 m.,m2 "1'"2 ""n2 v"v2 • 

PI 

From (14), (18), and (23) we can finally obtain the Plancherel 
formula for E(3) 

(_If(r,AWd3rdA 
JE<3) 

00 00 00 u v (E&OO 

= 2s =~ 00 u ~Sl v ~sl m ~_ un J._ v Jo II :::::::'n 12 p2 dp. 

(28) 

Notice that the variabl~ and indices s, u, v, m, and n re~­
sent the dual space ofE(3), which is usually denoted as ETJJ. 
Thus we have proved the following. 

Plancherel theorem: There exists a Fourier-Plancherel 
transform, which is an isometric mapping between L 2(E(3)) 
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and L 2(E( 3)) with a natural measure as it appears in (28). This 
mapping is given by (25) and (26). 

We remark that the Plancherel formula (28) can be ex­
pressed as 

Ilfll~ = 1"'00 p
2

dp -2S~-00 al 111/(p,s)IW, 

where III I( p,s) 1112 = trace { 1(P,s), 1*( p,s) 1 is the Hilbert­
Schmidt norm of/(p,s) whose matrix elements are/~'::;;~,n' 
The above type of theorem, in general, is valid for the locally 
compact, separable, unimodulator, and postliminar group. 15 

Finally, we wish to comment, from a physicist's view­
point of dimensional reduction, that (26) is a harmonic ex­
pansion of a scalar field in six ( = 3 + 22 - I)-dimensional 
spaceR 3 X '1/ SU(2) expressed on the coset spaceR 3 X '1/ SU(2)1 
SU(2), which is three-dimensional. 
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Letf(x), xER, be a fourth-degree polynomial with lim fIx) = + 00 with two minima, and let 
Ixl~co 

L€(.) = c/2a 2
(. )lax2 + (a/ax)((· Haf/ax)) be the corresponding Fokker-Planck operator. 

We study the spectrum of L€ in the limit E-<l. We show that in the limit E-<l the spectrum of L€ 
degenerates in the spectrum of three decoupled harmonic oscillators. 

I. INTRODUCTION 

Asymptotic eigenvalue degeneracy due to singular per­
turbations is a common phenomenon to many different 
fields of applied mathematics such as quantum mechan­
ics,l~ statistical mechanics, and quantum field theory.7 

In this paper we study the behavior as the diffusion 
constant goes to zero of the spectrum of a class of one-dimen­
sional Fokker-Planck operators. The problem considered 
here can be considered analogous for the Fokker-Planck 
equation of the anharmonic oscillator problem for the 
Schrodinger equation studied in Refs. I, 2, and 4. In particu­
lar, we will follow the path of Isaacson in Ref. 2. 

Let us consider the Smoluchowski approximation to 
Langevin's equation8

,9 

dx(t) = - aj (x(t ))dt + E dw(t) , (Ll) 
ax 

wheref :R-..R is a smooth function called potential, R is the 
real line, E is a real parameter, and w(t) is a standard one­
dimensional Wiener process. Equation ( 1.1) is an Ito stochas­
tic differential equation widely used in mathematical physics 
and engineering, whose solution x€ (t ) is a stochastic process. 

The transition probability density P€(x,xo,t) of x€(t) is 
defined as 

P€(x,xo,t )dx==:Pr !xE(t )E(X,X + dx)lx€(O) = xol, (1.2) 

wherePr ! • 1 = probability of[ . 1 andp€(x,xo,t) is the solu­
tion of the Fokker-Planck equation 

(1.3) 

where L
E

( • ), the Fokker-Planck operator, is given by 

xER, (1.4) 

subject to the condition 

al Permanent address: Istituto Matematico, Universita di Salerno, 84100 Sa­
lerno, Italy. 

(1.5) 

where 6 ( . ) is the Dirac's delta. 
The problem of deriving asymptotic formulas as E-<l 

for the first nonzero eigenvalue of the Fokker-Planck opera­
tQr has been considered for a long time both on physical and 
mathematical grounds. We refer for reasons of brevity only 
to the recent paper by Matkowsky and Schuss, 10 where sev­
eral Fokker-Planck operators, including some two-dimen­
sional ones, are considered. 

However, the problem of studying the spectrum of the 
Fokker-Planck operator as E-<l has received much less at­
tention. In this paper we restrict our attention to the one­
dimensional case when L€ is given by (1.4) andfis a fourth­
degree polynomial with two minimizers. 

Even in this particular case the resulting problem is an 
interesting singular perturbation problem for the ordinary 
differential operator L E • 

The interest of one of us (F.Z.) in the study of the asymp­
totic behavior ofthe spectrum of the Fokker-Planck opera­
tors arose in the study of a method for global optimization 
based on the use of suitable stochastic differential equa­
tions. ll 

In Sec. II the eigenvalue problem for L€ is reduced to an 
eigenvalue problem for a suitable SchrOdinger Hamiltonian 
HE' The particular Schrodinger Hamiltonian obtained when 
fis a fourth-degree polynomial with two minimizers is stud­
ied in detail. In Sec. III some approximating Hamiltonians 
that will be used later are introduced and studied. In Sec. IV 
all the basic estimates needed to prove our main results are 
proved. 

In Sec. V a theorem concerning the behavior as E-<l of 
the difference between the resolvent of HE and the resolvent 
of the approximating Hamiltonian is proved. Moreover, the 
asymptotic behavior as E-<l of the spectrum of HE' and as a 
consequence of the spectrum of L€, is considered. In Sec. VI, 
using the Rayleigh-Ritz principle for HE' a particularly sim­
ple asymptotic formula for the first nonzero eigenvalue of LE 
is obtained. Finally, in Sec. VII the case whenfis given by a 
general smooth function is considered formally, and some 
conclusions are drawn. 
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II. FROM THE FOKKER-PLANCK EQUATION TO THE 
SCHRODINGER EQUATION 

Let us consider the eigenvalue problem 

L£(U)=AU, AEC, xER, (2.1) 

where L£ is given by (1.4). 
Let us consider the change of variables 

y = (v2IE)x, 

v(y) = C£-I12/JY)/2U((EIv2)y), 

where c£ is a normalization constant and 

.t:(y) = (2Ic)/((EIv2)y). 

The eigenvalue problem (2.1) becomes 

H£v = - AV, AEC, yER, 

where 

and 

d 2 

H=--+W(y) £ dy2 £ 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

Let us note that H£ is a Schrodinger Hamiltonian. It is 
easy to verify that 

vo(y) = c!12e -fJy)l2, YER (2.8) 

is a solution of (2.5) when A = O. Corresponding to vol y) we 
have 

U (x) == c e - (2/~)f(x) xER o E , , (2.9) 

the solution of(2.1) when A = O. Since we would like to inter­
pret uo(x) as the probability density of a random variable we 
will assume that 

f-+",'" e - (2/~)f(x) dx < 00, 't/Ei=0, 

and we will choose 

(2.10) 

c£=(f_+",'" e-(2/~)f(X)dx)-I, (2.11) 

so that 

L+",'" uo(x)dx = 1 . (2.12) 

Condition (2.12) means that uo(x)EL I(K). This implies 
that vol y)EL 2(lR), where L P(lR) is the Lebesgue space of index 
p, so that it is natural to study the spectrum of HE in L 2(lR). 

In this paper we will consider the ease when/Ix) is given 
by 

/I(X) = (x2 - a 2)2, a>O, xER, 

or by 

/2(X) = X2(ax2 + bx + c), XElR , 

where a > 0, a, b, c, are real constants and 

a>O, 

b 2 -4ac<0, 

9b 2 - 32ac > 0 , 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

Since the spectrum of H£ is invariant with respect to 
adding a constant to J, to making translation on the x axis, or 
to changing x into - x, ft(x) represents the most general 
fourth-degree polynomial with two global minimizers (Fig. 
1), and/2(x) represents the most general fourth-degree poly­
nomial with one global minimizer and one local minimizer. 
Let us remark the following: (2.15) and (2.16) imply that 
nx);;;.O, 't/XElR, with h(x) = {}¢:>x = 0; (2.17) implies that 
/ {(x) = o has three real roots 0, XJ>X2 and that/{,(x) = o has 
two real roots [that is, XI is a maximizer of h and X 2 is a 
minimizer of/2(x)]; finally (2.18) implies that 0 <XI <X2 (Fig. 
2) . 

A straightforward computation gives 

V ( ) = .!.(.!.( d/I £ )2 _ d 2/1£ ) 

£ Y 2 2 dy dy2 

= E4y6 _ 4a2cy4 + (4a4 - 3cp? + 2a2, (2.19) 

UE(y) = .!.(.!.(dh E )2 _ d%E) 
2 2 dy dy2 

= ly2(2acy2 + (3bElv2)y + 2c)2 - ~(6acy2 

+ (6bEIv2)y + 2c) 

= a2E'Y + (3ab 1v2)~y5 + (~ b 2 + 2aC)cy4 

+ (3bclv2)E)l3 + (c2 - 3ac) y2 - (3bEIv2) y - c . 

(2.20) 

In order to understand intuitively the behavior as E-D 
of the spectrum of HE when the potential WE(y) is given by 
VE or U£, let us analyze the behavior of VE and UE when 
E-D. 

Proposition2,}:Let VE(y) be given by (2.19). Then VE(y) 
is an even sixth-degree polynomial. There exists Eo> 0 such 
that for 0 < E < Eo we have the following. 

(i) The equation 

dVE -(y)=O 
dy 

has five real roots 

1 (4a2 ± ~4a4 + 9c )112 
y=O, y= ±-

E 3 

(2.21) 

That is, VE has a local minimizer at y = 0, two global mini­

mizers aty = ± (l/E)((4a2 + ~4a4 + 9C)l3)1I2, and two 10-
eal maximizers aty = ± l/E((4a2 - ~4a4 + 9€2)1W 12• 

(ii) Since VE (y) is even let us consider only y > O. By 
explicit computation it is easy to obtain Table I. 

(iii) VE ( y) is bounded below by a constant independent 
ofE. 

f, (x) 

b<O. (2.18) FIG. 1. The case of two symmetric wells. 
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f, (x) 

X, X, 

FIG. 2. The case of two nonsymmetric wells. 

(iv) V,,(y) is given by Fig. 3. 
Proposition 2.2: Let U,,(y) be the sixth-degree polyno­

mial given by (2.20). There exists Eo> 0 such that for 
0< E < Eo we have the following. 

(i) We can consider the points 

y = 0, YI = (v'2IE)xI' Y2 = (v'2IE)x2' 

where x 1.2 = ( - 3b + ~ 9b 2 - 32ac )/8a are such that 
(dlzldx)(XI.2 ) = 0, and the points 

'III = (v'2IE)SI' '1/2 (v'2IE)S2' 

where SI,2 = ( - 3b + ~9b 2 - 24ac )/12a are such that 
(d2/2/dx2)(sl,2) = O. Let us remark that (2.15), (2.16), and 
(2.17) imply that SI,2 are real (i.e., 9b 2 24ac > 0). More­
over, O<SI <Xl <S2<X2 so that 0<'1/1 <YI <'1/2 <Y2' 

(ii) We have 

U;(y) = !(f2,,1{; - I{;) , (2.22) 

(2.23) 

where the primes mean differentiation. 
(iii) By explicit computation from (ii) it is easy to obtain 

Table II. Here, c 1 = !(d 21z1 dX2)(X tl < 0, C2 = ~(d 2/21 
dX2)(X2) > O. Moreover c 2aXIX2, CI = 2axI(x I - x 2), and 
C2 = 2aX2(X2 - XI)' 

(iv) From Table II we can deduce that the equation 

o 

has five real roots so that U,..,(y) has three minimizers and two 
maximizers. 

(v) U,,( y) is bounded below by a constant independent of 
E. 

(vi) U,,(y) is given by Fig. 4. 
From Proposition 2.1 and Fig. 3 it follows that as E-o, 

V" (y) approaches three independent harmonic oscillator po­
tentials, one with vertex at y = 0 and equation 4a4y2 + 2a2 

and two with vertices at y = ± (v'21 E)a and equations 
16a4(Y=F(v'2IE)a)2 - 4a2. 

Let H" be given by (2.6) and WE(y) = 4a4y2 + 2a2
• 

Then the eigenvalues in (2.5) are given by 

-It ~) = 4a2(n + 1) , n = 0,1,2,... . (2.24) 

The eigenvalues corresponding to the remaining two har­
monic oscillators are 

-It~) = 8a2n, n = 0,1,2, ... , 

-It~) = 8a2n, n = 0,1,2, ... . 

(2.25) 

(2.26) 

In Sec. V we will prove that the eigenvalues of 

d Z 

M" = - -2 + VE(y), yeR (2.27) 
dy 

approach (2.24), (2.25), and (2.26) when E-o. In particular, 
we will show that the first eigenvalue Ito = 0 as E-D has 
asymptotically multiplicity 2 [i.e., Itl(E)-o when E-o] as 
can be seen from (2.25) and (2.26) when n = O. Moreover, 

lim -1t2 +4n(E) = 4a2(2n + 1), n = 0,1,2, 
E--o 

as can be seen from (2.24), and 

lim -1t3 + 4n (E) = lim -1t4 + 4n (E) 
,,--0 E-.ll 

n =0,1,2, ... , 

= lim -1tS+4n(E) = 8a2(n + 1), 
E-.ll 

(2.28) 

(2.29) 

as can be seen from (2.24), (2.25), and (2.26). Therefore, ME as 
E-o has eigenvalues with multiplicity 1 [i.e., the eigenvalues 
coming from (2.28)] and eigenvalues with asymptotic multi­
plicity 3 [i.e., the eigenvalues coming from (2.29)]. 

From Proposition 2.2 and Fig. 4 it follows that as E-o 
Uti (y) approaches three independent harmonic oscillator p0-

tentials, one with vertex at y = 0 and equation c2y2 - C, one 
with vertex aty = Yl and equation cr(y - yIl2 

- CI (c I <0), 
and one with vertex at y = Y2 and equation ~ (y - Y2f - C2 
(C2>0). 

LetHE be given by (2.6) and WEI y) = c2y2 - c. Then the 
eigenvalues in (2.5) are given by 

-x ~I) (2n + l)c - c, n = 0,1,2,... (c>O). (2.30) 

The eigenvalues corresponding to the remaining two har­
monic oscillators are 

-X~) (2n+l)lc l l cl , n=0,1,2, ... , (cl<O). (2.31) 

- X~) (2n + 1)c2 - C2' n = 0.1,2..... (c2 > 0). (2.32) 

In Sec. V we will prove that the eigenvalues of 

d 2 

N" = - dy2 + UE(y), yeR (2.33) 

TABLE I. The potential V,( y). Here the primes mean differentiation with respect to y. 

0 ~ 4a
2 

- J;;~ + 9€2 av'Z ~ 4a
2 + J4a

4 + 9€2 Y 
3E E 3c 

V,ly) 2a2 _2_(8a6 _ 27a2c 320:6 
_4a2 _2_ (8a6 _ 27a2c 

27c 27c 
+ (4a4 + 9C)3/2) _ (4a4 + 9C)'IZ) 

V;(y) 0 0 - 2aE,f6 -6a€"v'Z 0 

V;(y) 8a4 -6c JI4a4 + 9C) -¥a4 -6c 32a4 -6c ~1(4a4 +9C) 

- 4a2J4a~ + 9€2) + 4a2J4a~ + 9€2) 
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2a' r--::::;;;;;>"'"-r __ 

_ 4<1' 

FIG. 3. The potential V.( y). 

approach (2.30), (2.31), and (2.32) when €-D. In particular, 
we will show that the first eigenvalue Ao = 0 as €-D has 
asymptotically multiplicity 2 [i.e., AI(€)-o when €-D]. The 
remaining eigenvalues, since c, CI, C2 can be expressed in 
terms of a, XI> X 2 as shown in Proposition 2.2 (iii), have as­
ymptotically multiplicity 1 if X I /X2 is irrational and have 
asymptotically multiplicity 1 or 3 if X I /X2 is rational. 

III. THE APPROXIMATING HAMILTONIANS 

Let 1ff aIR) be the space of the infinitely differentiable 
functions of compact support. Let ho:!» (ho) C L 2(R)_L 2(R) 
denote the self-adjoint extension of - a 2/ ay2 and let!» ( y"') 
denote the domain of the self-adjoint multiplication operator 
ym. 

The Schrodinger Hamiltonians ME' NE as operators on 
L 2(K) possess the following properties. 

Theorem 3.1: For any €EK with €i=0, we have the fol­
lowing. 

(i) ME is essentially self-adjoint on 1ff aIR) and is self­
adjoint on !» (ho)n!» ( y6). 

(ii) ME has compact resolvent. 

TABLE II. The potential U.( y). Here the primes mean differentiation. 

y 0 1/, 

u.(y) -c ~f;(S.))2 

U;(y) 
3bE -+ ~fi(s') v1 

U;(y) 2(C>- 30e) ![ f {(S')f2"'(S.) 

- ~ ft)(s.)] 
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FIG. 4. The potential U.(y). 

(iii) The eigenvalues of ME are nondegenerate. 
(iv) The eigenfunctions alternate parity and the one cor­

responding to the smallest eigenvalue is even. 
Proo!, See Refs. 6 and 12. 
Theorem 3.2: For any €ER with €i=0, we have the fol­

lowing. 
(i) NE is essentially self-adjoint on 1ff aIR) and is self-

adjoint on !» (ho)n!» (y6). 
(ii) NE has compact resolvent. 
(iii) The eigenvalues of NE are nondegenerate. 
Proo!' See Refs. 6 and 12. 

Let A+ = [yly>a.J6/3€j, Ao= [yllyl<a.J6/3€}, 
A _ = [ yl y < - a.J6/3€ j and define V2E as follows: 

y, 

-c, 

1 E f'"( ) --- 2 X, 
2 v1 

2C, e fliv)( ) 
.-- 2 Xl 4 

2~ (f;(S2W 

- ~ ~f2"'(S2) 

![ fHs.)/;,'(S2) 

- ~ ft)(S2)] 

-c2 

-..!..~f"'(x) 2 v1 2 2 

~ - :ft)(x2) 
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4a4(y _ a/6 __ 1 (y _ a/6) - 1)2 _ 4a2 , 
3E 2v 3E 

when JlEA+, 

~- VO +2a2, when JlEAo, 
cos2 py 

4a4 ( a/6 1 ( + a/6) - 1)2 4a2 y+--- y - - , 
3E 2v 3E 

when JlEA-
(3.1) 

(see Fig. 5), where 

_1 = (av'2 _ a/6)2 = 2a
2 

(3 - v'3)2 , (3.2) 
2v E 3E ~ 3 

P = (1T12)(3Ela/6) , (3.3) 

Vo = (32/3)(a6Ir~). (3.4) 

The function V2E as E-o is an approximation to VE. In parti­
cular, V2E approaches three independent harmonic oscilla­
tor potentials, one with vertex at y = 0 and equation 
4a4y2 + 2a2 and two with vertices at y = ± av'2IE and 
equations 16a4

( y =+ (av'21 E))2 _ 4a2. 

Let 0 < 7J I (E) < a/6/3E, 0 < 7J2(E) < 1/ J2V with 

lim 7JI(E) = lim 7J2(E) = 00 , 
E--+O E--+O 

lim E7JI(E) = lim E7J2(E) = 0 . 
E--+O E--+O 

(3.5) 

(3.6) 

Given 7J I (E) we choose 7J2(E) to be the smallest solution of 

V2E ( 7JI(E)) = V2E ((av'2IE) - 7J2(E)) . (3.7) 

A straightforward computation shows that (3.7) can be 
solved and that 7JI(E) should be ofthe same order of 7J2(E) for 
E-o. 

Let 
I\E) = { yeRI7JI(E) <y < (av'2/E) - 7J2(E)} , (3.8) 

I~) = {yERI- (av'2IE) + 7J2(E) <y < -7JdE)}. (3.9) 

We define 

(3.10) 

(see Fig. 6). Note that VIE is a continuous function because of 
Eq. (3.7), and as E-O, VIE is an approximation to VE in the 
same sense as V2E . 

Let us now consider the operators 

Zn' 

-5'!§ 
:of: 

_4<>' 

FIG. 5. The potential V2.( y). 

M (2)- d2 V R 
E - - -2 + 2E' ye , (3.11) 

dy 

M (I)- d2 V 
E - - -2 + IE' yeR. (3.12) 

dy 

We will use them to approximate ME' 
The eigenvalue problem for M~) 

M~)v =AV, yeR, vEL 2(R), (3.13) 

can be reduced to the following eigenvalue problems: 

M~)V=AV, JlEA+, vEL2(A+), (3.14) 

M ~)v = AV, JlEAo, vEL 2(Ao) , (3.15) 

M~)v =AV, JlEA-, vEL2(A_). (3.16) 

The eigenvalue problems (3.14), (3.15), and (3.16) can be 
solved explicitly. In fact the eigenvalues and eigenfunctions 
of(3.14) and (3.16) are given by13·14 

A ~ = 4a2[2n + r - a 2/v], n = 0,1,2, ... , 

cp n~ = NnE [2a2(y+ (a/6/3EW] (2r+ 1)/4 

(3.17) 

xexp[ -a
2
G=+ a3~r]L~)[2a2G=+ a3~r], 

(3.18) 

where NnE is a normalization constant, L ~) are the general­

ized Laguerre polynomials, cp n~ is defined for y > a/6/3E, 
cp n-; is defined y < - a/6/3E, and 

r=(1/2v)~4a4+1? (3.19) 

The eigenvalues and eigenfunctions of(3.15) are given byls 

A~E=p2[n2+8(2n+l)]+2a2, n=O,I, ... , (3.20) 

{

coseS pyF (8 + ~, - n , ~ , sin2 py), when n is even, 
cpo = 2 2 2 

nE coseS py sin pYF(8 + n + 1 , _ n - 1 , ~, sin2 py), when n is odd, 
2 2 2 

(3.21) 

where F(X I,x2,x3,z) is the hypergeometric function and 8 is 
defined by the equation 

Vo=p 28(8-1), 8>1. (3.22) 
The eigenvalues of (3.13) are given by A ~E and A~, 

n = 0,1,2, .... The eigenValues A ~ have multiplicity 2. 
Moreover as E-o, A ~E' A n~ approach the eigenvalues (2.24), 
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(2.25), and (2.26) of the three harmonic oscillators considered 
before. 

The eigenfunctions of (3.14) satisfy cp n~ (a/6/3E) 
= (dcp n~/dy)(a/6/3E) = 0, so that corresponding eigen­

functions of (3.13) can be obtained, extending cp n~ (y) with 
zero for yEA +. Similar statements hold for the eigenfunc-
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FIG. 6. The potential VI .( y). 

tions of(3.15) and (3.16). Moreover, since the eigenfunctions 
of (3.15) are even or odd and the eigenvalues A.';;' of (3.13) 
have mUltiplicity 2, the eigenfunction of(3.13) can be chosen 
to be even or odd. 

Let~O'(R- (±a~/3EJ)= (flfis~ooandofcom­
pact support and is zero in a neighborhood ofy = + a~/3E 
and Y = - a..j6/3E J. We have the following. 

Theorem 3.3: M~) is essentially self-adjoint on ~ O'(R 

- ( ± a~/3E J). 
Proof: It is a straightforward modification ofIsaacson,2 

Appendix 2. 
Theorem 3.4: M~I) is essentially self-adjoint on ~ O'(JR). 
Proof: It follows immediately from Theorem 10.23, p. 

315 of Weidmann. 16 
Let 

Al = (yIY>112} ' 

Ao = (yl2Yl -112 <y<112} , 

A_ = (yly<2YI-112J 

and define U2E as follows: 

C~ (y _ 112 __ 1 ___ 1_)2 _ C
2 

, 

4 2V2 Y -112 
when yeA+, 

U2E = (VoIcos213 (y - YI)) - Vo - CI , when yeA 0 , 

c
2 

[Y _ (2YI _ 712) __ 1_ 1 ]2 _ C , 

4 2vI Y - (2YI -112) 
when yeA_ 

(see Fig. 7), where 

1/2V2 = (Y2 - 112)2 , 

1/2vI = (2YI - 112)2 , 

13 = (17"/2)[ 1/( 112 - ytl1 , 
Vo =cV13 2

• 

(3.23) 

(3.24) 

(3.25) 

(3.26) 

(3.27) 

Let us remember thatYI' Yz, 111' 112 depend on E (Proposition 
2.2). It is easy to check by explicit computation that 
2YI - 112> 0 so that the function UZE (Fig. 7) as E-D is an 
approximation to UE • In particular U2E approaches three 
independent harmonic oscillator potentials, one with vertex 
Y = 0 and equation c2y2 - C, one with vertex at Y = YI and 
equationcr(y - YI)2 - cl , and one with vertex aty =Y2 and 
equation ~ (y - Y2)2 - c2. 

-( 

U 
2E 

u 
Y, 

FIG. 7. The potential U2.( y). 

y 

<Y <YI - Jl2(E)} , J~) = ( yeRI YI + Jl2(E) <Y <Y2 - Jl3(E) j 
be two intervals such that 2YI -112EJ\E) and 112EJkE), such 
that 

U2E( JlI(E)) = U2E( YI - Jl2(E)) , (3.28) 

(3.29) 

and ]\E)rJ~) = (t,6}. Note that because of symmetry 
U2E (YI -Jl2(E)) = U2E (YI +Jl2(E)). Finally, we will later 
need 

(3.30) 

Let us define 

(3.31) 

(3.32) 

(3.33) 

We will use them to approximate NE • 

The eigenvalue problem for N~) can be solved analo­
gously to the eigenvalue problem for M~). In particular as 
E-D the eigenvalues of N~) approach the eigenvalues (2.30), 
(2.31), and (2.32) of the three harmonic oscillators considered 
before. 

Let ~O'(R - (2YI -112j- ( 112J) = (flfis ~oo and 
of compact support and is zero in a neighborhood of 
Y = 2y I - 112 and Y = 112}' We have the following. 

Y 

Let JlI(E), Jl2(E), Jl3(E»0 and let J\EI = (yeRl JlI(E) FIG. 8. The potential UI.(y). 
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Theorem 3.5: N~) is essentially self-adjoint on ~ 0' (R 
- (2Yl - 1hl - [ 1l2J). 

Proof: It is a straightforward modification ofIsaacson,z 
Appendix 2. 

Theorem 3.6: N~I) is essentially self-adjoint on ~ O'(R). 
Proof: It follows immediately from Theorem 10.23, p. 

315 of Weidmann. 16 

IV. THE BASIC ESTIMATES 

We will prove here some estimates that will be used 
later. 

Theorem 4.1: There exist constants Zo> 0, eo> 0 such 
that when z>zo and 0 < e < eo we have 

(ME + Z)2> V; , on ~O'(R)X~O'(R). (4.1) 

(M~l) +z)2>pvtr' on ~O'(R)X~O'(R). (4.2) 

(M~) + z)2>pn". on ~ O'(R - [ ± av16/3e H 
X1$' O'(R - { ± av16/3eH. (4.3) 

where 0 <P < 1. 
Proof: Let us first prove (4.1) andletp = i d /dy. Then as 

a form on ~ O'(R) X1$' O'(R) we have 

(ME +Z)2={p2+ V" +Z)2 

=p4 + V; + 2zVE +r + 2P(VE +z)p - V;. 

(4.4) 

Since V" >const independent of e when 0 < e < eo. 

p( V" + z)p>O , on ~ O'(R) X ~ O'(R) , (4.5) 

for z large enough. From (4.4) and (4.5) we have 

(M" +Z)2 - V;>2zVff +r - V;, on 1$'O'(R)X~O'(R). 

(4.6) 

To prove (4.1) it will be enough to show that for z>zo 
andO<e<eo we have 

F1(y) = 2zV" + r - V;>O, yeR. (4.1) 

Let us define 

t = y, A = 2ze4, B = 8za2e + 30e4 , 

C = 2z(4a4 
- 3e) + 48a2e , 

D = 4za2 + r - 8a4 + W . 
A simple computation shows that 

FlIt) = t(At 2 Dt + C) + D, t>O. (4.8) 

Let us first note that when z> 2(v3 - l)a2 and 
0< e < 2a2(v3/3) we have A.B,C,D positive. Consider now 
the parabola 

At 2 - Bt + C. (4.9) 

Since A> 0, the parabola (4.9) will have a minimizer at 
to = B /1.4, where 

At~ - Bto + C = (4AC - B 2)/4A 

= (e /2z)(225e + 24a2z + 12z2)..;;0 . 

(4.10) 

Moreover, the equationAt 2 - Bt + C = 0 has two real roots 
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O t 
B-~B2_4AC B+~B2_4AC B 

<1= <~= <-. 
1.4 2A A 

Therefore, Vt>O 

F1(t»(B/A )(At~ Bfo + C) +D 

= r - 20a2z 5004 
- 84C 

- 630(a2e/z) - (3315/2)(e4/r) , (4.11) 

and this last expression can be made positive for z > Zo and 
o < e < eo, choosing Zo and eo. The estimate (4.1) is estab­
lished. 

Let us now prove (4.3). Let 0 <P < 1. Proceeding as we 
have done in proving (4.1), we obtain as a form on ~O'(R 

- {±av16/3e})X~0'(R- {±av16/3e}) 

(M~)+zj2-PV~E;..(1 PWiE +2zV2E +r- V2'E' 

(4.12) 

To prove (4.3) it will be enough to show that for z>zo, 
0< e < eo we have 

(I-PW~E +2zVZE +r- V2'E;"O, yeR. (4.13) 

For yeA 0 formula (4.13) becomes 

r + 2( Votg2{3y + 2a2)z + [( 1 - P)( Votg2{3y + 2a2f 
(4.14) 

When I yl";;17"14{3 we have cos2 {3y>! and sinz {3y..;;!, so that 
the expression (4.14) is greater than or equal to 

r + 4a2z - (60 + 4p)a4 ;..0, (4.15) 

whenz;"(~64 + 4P 2)a2 and Ve>O. 
When 11'/4{3<.1 yl < 11'/2{3 we have sin2 {3y>! and 

cos2 {3y<.~ so that expression (4.14) is greater than or equal to 

r+4azz+-!- [(1 PW~ sin4{3y 
cos {3y 

- 8a4(2 sinz {3y + 1)]>r + 4azz + 4[((1 -P)l4W~ 

- 24a4];..0, (4.16) 

since Vo given (3.4) goes to infinity when e-o. The last in­
equality in (4.16) holds Vz>O, 0 < e < ~(a2 /11')(6(1 + P))1/4. 

For yEA + formula (4.13) becomes 

r + 2 [4a4(y _ av16 _1 1 )Z _ 4aZ]Z 
3e 2v y - (av16/3e) 

-[4( av16 +(I-{3)4a y-~ 

1 1 )2 2]2 
- 2; Y _ (av16/3e) - 4a 

-8a +- > . 4(1 3 1 ) 0 
4v (y - (av16/3e))4 

(4.11) 

With the substitution t = 2v( Y - (av16/3eW expression 
(4.11) becomes 

f Z(r - 8a2z - 8a4) - 24a4 

+ (1_p)[~4 (t - 1)2 - 4a2t r;..o, t;..O. (4.18) 

When t;..! and z such that (ZZ - 8a2z - 8a4
) is positive, the 

left-hand side of (4.18) is greater than or equal to 
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l(r - 8a2z - 8a4
) - 24a4 >0 , 

for Z> (4 + 2vOO)a2, E> 0 . (4.19) 

When 0 < t < ! and z such that (r - 8a2z - 8a4
) is positive, 

then the left-hand side of (4.18) is greater than or equal to 

- 24a4 + (I-P)[(4a4/2v)(t - W - 4a2t]2. (4.20) 

The expression (4.20) is positive for 0 < E < Eo since v 
given by (3.2) goes to zero as €-<l. 

The proof of (4.3) for yeA _ is analogous to the proof 
given for yeA + and will be omitted. 

The estimate (4.3) has been established. 
Let us now prove (4.2). Let 0 <P < 1. Proceeding as we 

have done proving (4.1), we obtain as a form on 'tfO'(R) 
X 'tf O'(R) 

(M~I)+z)2-PVI£;;;'(I-P)Vi£ +2zVI£ +r- V;'£. 

(4.21) 

To prove (4.2) it will be enough to show that for z>zo' 
0< E < Eo we have 

(I-P)Vi£ +2zVI£ +r- V;'£;;;,O, yeR. (4.22) 

Let X I\<vI~<1 be the characteristic function of I ~£luI~). We 

have 

V;'£ = V~£(1 - XI\<VII{I) - cd6(y - ilt! + 6 (y + ilt!] 

- c2[6(y - (av'2/E) + il2) 

+ 6 (y + (av'2/E) - il2)] , (4.23) 

where 6 ( . ) is the Dirac's delta and 

cI = 2,8Volcos-3 /3ill sin/3illl;;;.O, (4.24) 

c2 = 8a411 _ !2Vill _ 1 1;;;'0, (4.25) 
!2V (1 - !2Vilt!3 

are the absolute values of the jumps at y = ± il I and 
y = ± ((av'2/E) - il2) of Vie 

Since VI£ = V2£ when yeR'\ [I~£)uI&£)) we can rewrite 
equation (4.22) as follows: 

(I-XI\<VII{I)[(I-P)V~£ +2zV2£ +r- V~£) 

+ XI\<IuI~<I[ (1 - P )V~£( ilt! + 2zV2£( ilt! + r) 

+ ctf6(y - ilt! + 6(y + iltl) 

+ c2 [ 6( Y - (av'2/ E) + il2) 

+ 6 (y + (a\"1/ €) - il2)) ;;;.0 . (4.26) 
- 2 In fact for z> Zo > 0, 0 < E < Eo we have {( 1 - /3 )V 2£ 

+2zV2£ +r- V~£);;;'O. Moreover [(I-P)v~£(ill) 
+ 2zV2£( ill) + r);;;.O and cl;;;.O, C2>0. 

The estimate (4.2) is established. 
Let c be a constant such that 

V>== V£ + c > 0, and (V£ + W> V; , (4.27) 
A 

VI£ = VI€ + c > 0 , and (VI£ + W> Vi£ , (4.28) 

V2£= V2€ + c > 0, and (V2£ + W> V~€ . (4.29) 

We define 

(4.30) 
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(4.31) 

(4.32) 

Theorem 4.2: There exist Zo > 0 and Eo > 0 such that for 
z>zo and 0 < € < Eo we have 

(M£ +Z)2>V;, on ~O'(R)X~O'(R), (4.33) 
A _A 

(M~)+zf>/3Vi£, on CG'O'(R)XCG'O'(R), (4.34) 

(M~) + Z)2>pV~£, on ~ O'(R - [ ± a~/3E) 

X CG'O'(R - [ ± a~/3E)), (4.35) 
where 0 <.8 < 1. '" A 

Proof: It follows from Theorem 4.1 since V; = V;, V; 
'" > V;, and c > 0 and from the similar statements for VI£, VI£, 

A 

V20 V2e 
Theorem 4.3: There exist Zo > 0 and Eo > 0 such that for 

z>zo and 0 < E < Eo we have 

II(M£ +z)-I,pIl<IIV£-I,pII, V¢'eL2(R), (4.36) 

IIM~I) + z)-I,pil«lIP 1/2)IIV j;.t,pll, V¢'eL 2(R) , (4.37) 

II(M~2) +z)-I,pIl«1Ij1 1/2l1IVu l,pll, V¢'eL 2(R). (4.38) 
A A 

Proof: Note that (4.27), (4.28), and (4.29) imply Vo VIO 
A A I A I A I 
V2£ >const > 0 so that V £- , V 1-; , V 2-; are bounded opera-

tors. The proof of Theorem 4.3 follows immediately from 
Theorem 2.21, p. 330 of KatoP 

Definition 4.4: Let PI be the projection on the subspace 
ofthe functions of L 2(R) that have support on I~~I~). That 
is, PI is the multiplication operator given by XI\<\'I~<i' 

Definition 4.5: Let P2 be the projection on the subspace 
of the functions of L 2(R) that have support on R - U(£), 

where 

U(£) = [yll yl <ill(E))U[ yll y - (av'2/E)I <il2(E)) 

u[ yll y + (av'2/E)I < il2(E)) . 

That is, P2 is the multiplication operator by X R _ ul<i' Let us 
now choose 

(4.39) 

Then il2(E) will remain determined by Eq. (3.7). 
Theorem 4.6: Let ill(E) be given by (4.39) and il2(E) be 

determined by (3.7). Then for 0 < E < Eo we have the follow-
ing estimates: 

A A 

1I(V2£ - VI£)(I - PI)II = 0, 
A _lAo A 

11V2£ (V2£ - VI£)Pdl<const, 

IIV 1-; IPIII<const i 6
" 

A A I 36 
1I(v£ - VI£)(I - P2)II<const E - " 

A 1""" A 
IIV £- (V£ - VI £ )P211 <const , 

(4.40) 

(4.41) 

(4.42) 

(4.43) 

(4.44) 

II V 1-; IP2 11 <const E26
, , (4.45) 

where lis the identity on L 2(R) and II . II is the operator norm 
induced by the L 2 norm. 

Proof: The proof of (4.40) follows from the fact that on 
A "" 

R'\(I~€luI~)) we have VI£ = V2£' The proof of (4.41) follows 
from the fact that 
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and 

(4.46) Y = ± (lIE)((a2 + ~4a4 + 9?)/3)1/2 and two maximizers at 

Y = ± (lIE)((4a2 - ~4a4 + 9?)/3)1/2. Moreover 
"'_1'" A A A 

0<V2E (V2E - VIE) = 1-(VIEIV2E )<1. (4.47) 

The proof of (4.42) follows from the fact that on I\EluI~) we 
have 
A A 

VIE( y) = V2E (111(E)) = Vo tan2 P1iI(E) + 2a2 + C . (4.48) 

Therefore, sincep and Vo are given by (3.3) and (3.4) we have 

AV ( ) -281 
IE Y >const E , (4.49) 

forO<E<Eo' 
Let us prove (4.43). Let us consider the function 

A A 

FE(y) = VE(Y) - VIE(y)· (4.50) 

Using the Taylor's formula at Y = 0 we have 

FE(y) = - 3cy2 + (F;'(S)/3!)y3, (4.51) 

with S an intermediate point in the interval (0, y). When 

I yl <1iI(E) = E- Ill we have 

IV;"(Y)I = 112~y3 - 9OO2cyl<24E2-1l'(52-281 + 4a2) 

(4.52) 

and 

IV~;(Yli = 32a4p Icos-s Pyllsin,ByI(2 + sin2 py) 

<E24FOO31TI/COSS(; a~ EI
-

Il
')/. (4.53) 

Therefore, when I yl <1iI(E) = E- 61 from (4.51), (4.52), and 
(4.53) we have 

(4.54) 
A A 

When I y - (av'21 E) I < 1i2(E) we have VIE (y) = V2E (y), so us-
ing the Taylor formula aty = av'2IE we have 

FE(y) = - OOv'2E(y - (av'2IE)) - 3c(y - (av'2IE))2 

+ (F;'(S)/3!)(y - (av'2IE))3, (4.55) 

with S an intermediate point in the interval (av'2/ E, y). For 
I y - (av'21 E) I < 1i2(E) we have 

and 

IV;'(y)I<I44v'2a3E + 624a2c1i2 

+ 36Ov'2a~1i~ + 12~1i~ (4.56) 

IV;~(Y)I<4~ (9004/1 y - (av'6/3EW) 

< 9OO4(v'2v III -1i2v'2vIS) . (4.57) 

Since Eq. (3.7) implies that lim 1i1(E)/1i2(E) = const#O from 
E-->O 

(4.55), (4.56), and (4.39) we have 

IFE(y)l<const EI
-

31l1 , (4.58) 

when I y - (av'2IElI < 1i2(E). Reasoning in the same way it 
can be shown that 

IF
E

( yll <const EI
- 3111 , (4.59) 

when I y + (av'2IE)1 < 1i2(E). This establishes estimate (4.43). 
~t us prove (4.44). From Proposition 2.1 (i) we know 

that VE given by (4.27) has three minimizers y = 0, 
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_ : ( 4a
2 + ~~4 + 9? r/2E£l~). 

LetyEl\EluI~). Then VIE(y) = V2E ( 1i1(E)) + c so that 

IVE-I(VE-VIE)I= 11-~1<1+ V2E
(:::;)+C, (4.64) 

where 
A A 

m(E) = min VE(y) = min VE(y) 
yel\<\.J/'{1 yel\'1 

A A 

= min{ VEl 1i1(E)), VE((av'2IE) -1i2(E))} . (4.65) 

Equation (4.65) follows from the fact that VE is even, and 
from (4.62) and (4.63). 

An elementary computation now shows that 
A. 1'" A. 

I V E- (VE - VIE) I < const , for 0 < E < Eo , 

when yEl\E)uI~) . (4.66) 

Let y>(av'2IE) + 1i2(E). We have VIE(y) = V2E (y). Define 

y' = y - (av'6/3E). We therefore have y':;;;.1i2(E) + (1Iv'2v) 
and 

VIE(y) = 4a4(y' - (11211"))2 - 4a2 

= 4a4(y' __ 1 )2(1 + _1 )2 _ 4a2 , 
v'2v y'v'2v 

(4.67) 

since, wheny'>1i2(E) + (1Iv'2v) we have (1 + (lIy'v'2v))2<4. 
It follows 

VIE (y)<1OO4(y - (av'2IEW - 4a2 

when y>(av'2IE) + 1i2(E) . (4.68) 

Moreover 

VE(y) = - 4a2 
- 6v'2aE~ - ~) 

+(1004
_ 3C{y- ~r 

+ 24v'2a3E( Y - a~ r + 2OO
2
C( Y - a~ r 

+6v'2a~(y- ~r +~(y- ~r· (4.69) 
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From (4.68) and (4.69) when 0 <E < EO andy> (av'lIE) + ii2(E) 
we have 

I VIE I «16a4 + +) 
Ve 112 (E) 

X -----_--+ 16a2 -3c , 
( I 

4a2 6v'1aE I)-I 
17~ (E) 112{E) 

(4.70) 

so that 1 VlelVE I <const when 0 < E < Eo. That is, 

IA 1 A A I V,,- WE - Vie) <const, 

when 0 < E < Eo , Y> (av'll E) + 112(E) . (4.71) 

Reasoning in the same way it can be shown that 

I"'" _I"" A I V E (V" - VIE) <const, 

when O<E<Eo, Y< - (av'lIE) -172(E). (4.72) 

The equations (4.66), (4.71), and (4.72) establish (4.44). 
Let us prove (4.45). WhenyellEluI~1 we have 
A 

VIE(Y) = V2E ( 171(E)) + C (4.73) 

and 

lim 171- 2(E)V2E( 17M)) = const:;60 . (4.74) 
E->O 

From (4.39) it follows that 

I V 1-; II <const i"t 
, 

when O<E<Eo , yel\EluI~E). (4.75) 

Moreover 

VIE{Y) = V2E (Y» VzE((av'lIE) + 172(E)) , 

when O<E<Eo , y>(av'lIE) + 172(E) (4.76) 
and 

lim 172- 2(E)V2E((av'lIE) + 172(E)) = const:;60. (4.77) 
E->O 

Since 171(E).172(E) are of the same order as E-<l from (4.76) 
and (4.77) it follows 

I"'V-II Ult IE <const E , 

when 0 < E < Eo, y> (av'll E) + 172(E) . (4.78) 

Reasoning in the same way it can be shown that 

I"'V-II 2.51 IE <const E , 

when 0 < E < Eo, Y < - (av'll E) - 'hIE) . (4.79) 

The equations (4.75), (4.78), and (4.79) establish (4.45). 
This completes the proof of Theorem 4.6. 
Theorem 4.7: There exist constants Zo > 0, Eo> 0 such 

that when z> Zo and 0 < E < Eo we have 

(NE +Z)2>U2, on 1fO'(R)X1fO'(R), (4.80) 

(N~)+Z)2>PUiE' on CG'O'(R)x1fO'(R), (4.81) 

(N~) +z)2>PU~E' 

where 0 <P < 1. 

on 1fO'(R - (2YI -112J - [ 112]) 

xCG'O'(R- (2YI-112J - [112J), 

(4.82) 

Proof: Let us first prove (4.80). Proceeding as in the 
proof of (4.1) we can show that 

(4.83) 
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Therefore. to prove (4.80) it will be enough to show that 
for z>zo' O<E<Eo we have 

F2( y) = 2zUE + z2 - U ;>0, yeR. (4.84) 

A simple computation shows that 

F2( y) = 2a2~zy6 + (6ab 1v'l)tPzy5 + {2z(lb 2 + 2ac)C 

- 3002E4 Jy4 + {(61v'l)bcEZ - (6Oab 1v'l)tP} yl 

+ {2z(~ - 3ac) - 12(lb 2 + 2ac)cJ r 
- {( 6b 1v'l)EZ + (18bclv'l)E J Y - 2zc - 2C 

+ 6ac + z2 . (4.85) 

Let t = EJ'. Rearranging the terms in (4.85) we have 

F2(;) = 2z{[~ ! t2( lot 
2 + ~ t + 2c r 

- (3at
2 + ~ t + c) + ~ ] 

_ ~ [3002t 4 + ~b t 3 + 12 (: b 2 + 2aC) t 2 

+ ~ bct + 2c2 
- 6aC]} . (4.86) 

For Z > Zo and 0 < E < Eo the expression (4.86) will be positive 
for any teR. This proves (4.80). 

The proof of (4.81) and (4.82) can be obtained from the 
proof of (4.2) and (4.3) with only minor changes and will be 
omitted. 

Let c. be a constant such that 

'" U" = U" +c., and (U" +C.)2>U;, 

UIE = UtE + c.' and (UIE + c. )2> UiO' • 
'" U2E = U2E + c.' and (UZE + c. )2U~E . 

We define 

'" d 2 
'" A 

NE = --2 + U" =NO' +C.' 
dy 

'" d
2 

'" A 

NIE = --2 + UIE =NIE +c.' 
dy 

(4.87) 

(4.88) 

(4.89) 

(4.90) 

(4.91) 

'" d 2 
A A 

N2" = - -2 + U2E = NZE + c. . (4.92) 
dy 

Theorem 4.8: There exist Zo > 0 and Eo> 0 such that for 
Z>Zo andO<E<Eo we have 

A A 

(NE + zf> U;, on 1f O'(R) X 1f O'(R) , (4.93) 
A _'" 

(N~)+Z)2>,8Ui", on 1f(R)x1fO'(R). (4.94) 

(N~) + z)2>PU~O', on 1f O'(R - {2Yt - 112} - [ 112J) 

where 0 <P < 1. 

X1fO'(R- (2YI-112J - [112J), 

(4.95) 

A '" Proof: It follows from Theorem 4.7 since U; = U;, U; 
>U;,~d c. >0 and from the similar statements for UtE' 
UI ,,' U2," U2E • 

Theorem 4.9: There exist Zo > 0 and Eo > 0 such that for 
z>zo and 0 < E < Eo we have 

(4.96) 
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II(N~I) + z)-I.pll< _ !/2 IIU Ie '.pll, VtPeL 2(K) , (4.97) 
fJ 

II(N~) +z)-'.pll< _ !/2 IIU 2" l.pll, VtPeL 2(K), (4.98) 
fJ 

where 0</1< 1. 
Proof It follows immediately from Theorem 2.21, p. 

330 of Kato. 17 

Definition 4.10: Let PT be the projection on the sub­
space of the functions of L 2(K) that have support onJ\€)uJ~). 

Definition 4. 11: Let P! be the projection on the sub­
space of the functions of L 2(K) that have support on K \ U~), 
where 

U~) = { yll yl <J.tI(E) ju{ yll y - YII <,u2(E) j 

u{ yll y - Y21 <J.t3(E) j . 

Let us now choose 

J.t1(E) = E-
8
" 0<151 <j. (4.99) 

Then ,u2(E) and ,u3(E) will remain determined by Eqs. (3.28) 
and (3.29). 

Theorem 4.12: Let J.t1(E) be given by (4.99) and J.t2(E), 
J.t3(E) be determined by (3.28) and (3.29). Then for 0 < E < Eo 
we have the following estimates: 

A A 

II(U2€ - UI ,,)(1 - PT)II = 0, (4.100) 

II
"" ]......... A 

U 2-; (U2" - UI .. )PTII<const, (4.101) 

IIU 1-; IPTII<const l8, , (4.102) 

I 
A A I 38 

ItU" - UI ,,)(1 - P!}II<const E - " (4.103) 

II
"" 1 A A I U,,- (U" - UI .. )P!I <const, (4.104) 

IIU 1-; IP!Il<const E28
, • (4.105) 

Proof The estimates (4.100), (4.101), ... ,(4.105) can be 
proved as the corresponding estimates (4.40), (4.41), .... (4.45) 
of Theorem 4.6. 

V. THE BEHAVIOR AS E~ OF EIGENVALUES AND 
EIGENVECTORS OF ME' N .. 

Let us first make precise in which sense M .. is apnroxi-
A A. A A ~ 

mated by M~I), M~) and N" is approximated by N~), N~). 
Theorem 5.1: There exist constants A. zo>O, Eo>O, 

I5T > 0 such that for z> zo, 0 < E < Eo we have 

II(M~) +Z)-I - (M" +z)-IIl<A/1' , (5.1) 

II(M~) +Z)-I - (M~) +z)-IIl<A/1' • 

II(M~') +Z)-I- (M" +z)-lll<A/1' , 

IIN~) +Z}-l - (N" +z)-'II<A/1' , 

IJ(N~) +Z)-I - (N~') + E)-III <AE81' , 

II{N~I) +z)-I - (N" +z)-'II<A/1' • 

(5.2) 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

Proof The proof of (5.1), (5.2), and (5.3) follows from 
Theorems 4.3 and 4.6, reasoning as in Isaacson,2 Theorem 
3.1. Similarly, the proof of (5.4), (5.5), and (5.6) follows from 
Theorems 4.9 and 4.12. 

Let us remark that (5.1) and (5.4) say that the resolvent 
of ME converges to the resolvent of M~) and the resolvent of 
N" converges to the resolvent of N~) as E-o. In Sec. III we 
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have studied the eigenvalues and eigenfunctions of M(2) and 
N~); here we will see the consequences of(5.1) and (5~4) on 
the eigenvalues of M", N". 

Let P,,(S) and p~)(S) be the spectral projectors of M" 
and M~) associated with the Borel set SC C. 

The eigenvalues of M~). (3.17) and (3.20), when E-o. 
are given by 

A:e = 8a2n + &(c), n = 0,1,2, ... , (5.7) 

A~" = 4a2(n + 1) + &(c), n = 0,1,2,... (5.8) 

(see Fig. 9). We remark here that A n±" has multiplicity 2 and 
A~" has multiplicity 1. Let 

Cdr} = {zllz - 4a2k 1= rj, k = 0,1,2, ... , (5.9) 

and 

Dk = {zllz 4a2k l<rJ, k = 0,1,2, ... , 

with r<a2
, and let 

(5.10) 

P~2)(Dk}=~I (z_M~))-ldz. 
211'1 jc k(r) 

(5.11) 

Then 

P~2)(Do} = P~)({A o~ ll, for E small enough, (5.12) 

P(2)(D ) _ {P~)({ti L 1," j, k odd, 
" k - (2) 0 ± (5.13) 

P" ({ti k-I,,, Ju{ti kI2,E})' k even, 

for E<Ek (see Fig. 9). We remark that Ek cannot be chosen 
independent of k. 

Theorem 5.2: There exists E k > 0 such that for all 
zECdr) and all 0 < E < Ek 

(z M .. )-I (5.14) 

exists, and 

sup lI(z -M .. )-I - (z -M~))-lll<const /1'12. (5.15) 
z .. Ck(rj 

Proof It follows from Theorem 5.1 and the known 
properties of the spectrum of M~), rearranging the proof of 
Theorem 4.1 of Isaacson.2 

Theorem 5.3: For k = 0,1,2, ... , we have 

limllP,,(Dk) - P~)(Dk)11 = O. 
......0 

Moreover for all E sufficiently small ME possesses the follow­
ing. 

(i) Two distinct eigenvalues ,uo(E)==O,,uh (E) > 0 such that 

lim J.th (E) = ,uo(E}=O . (5.16) 
.. ....0 

160.' 

FIG. 9. The spectrum of M~). 
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(ii) When k is odd. one eigenvalue Pk (£) such that 

limpk(£) = 4a2k, k = 1.3..... (5.17) 
..-0 

(iii) When k is even, three distinct eigenvalues Pk(£)' 
p;"(£).pk(£) such that 

limpd£) = lim P;" (£) = limp;(£) 
.. ...0 E...o ..-0 

= 4a2k. k = 2,4,... . (5.18) 

Proof: From (5.15) of Theorem 5.2 we have 

IIP .. (Dd - p~)(Ddli 

= II~j [(Z-M£)-l-(Z-M~))-I]dzll 
211"1 jck(r) 

<const rlT12 . (5.19) 

Therefore, for £ sufficiently small 

(5.20) 

The remaining part of Theorem 5.3 follows from (5.12), 
(5.13). (5.7), and (5.8). 

Let us now establish the results announced in Sec. II. 
Theorem 5.4: Let 0== - .1.0(£) < - Al(£) < - A2(E) < ... 

be the eigenvalues of M ... Then 

(5.21) 

lim - .1.2 + 4" (E) = 4a2(2n + 1). n = 0,1,2, ... , (5.22) 
..-0 

lim - .1.3 + 4n (E) = lim - .1.4 + 4n (E) = lim - As + 4n (E) 
..-0 ..-0 ..-0 

= 8a2(n + 1), n = 0,1.2,... . (5.23) 

Proof: Let 

Sk = {z=x + iyl- 1 <x<4a2k + 2a2
• - 1<y< - I) , 

k=O,l, .... 

By estimates analogous to the ones of Theorem 5.2 it is possi­
ble to show that 

limIlP .. (Sk) - p~)(Sk)1I = O. 
..-0 

That is, for £ sufficiently small 

dimP .. (Sk) = dimP~)(Sk)' 
Theorem 5.4 follows now from Theorem 5.3. 

A straightforward computation shows that the eigen­
values of N~), when £~. are given by 

-l ~J = c(2n + 1) - c + d(e). n = 0.1,2, ... , (5.24) 

-l ~J = Icd(2n + 1) - CI + d(e). n = 0.1,2,.... (5.25) 

-l ~J = c2(2n + 1) c2 + d(e), n = 0,1.2, ... , (5.26) 

where c = 2ax1X 2• CI = 2aXI(X I X2) <0. C2 = 2aX2(X2 

- XI) and X t ,x2 are given in (i) of Proposition 2.2. 
Let { -In l: = 0 be the set obtained reordering the 

numbers of EI = {c(2n + 1) - c):; 0' E2 = {lcl l(2n + 1) 
- cd:=o, E3 = {c2(2n + 1) - c2l: 0 in such a way that 
-In < -l,,+ I' n = 0,1, .... Moreover if a number appears 

in more than oneE;, i = 1,2.3 it will appear a corresponding 
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number of times in { -l,,): = o' In particular, since zero 
appears in Eland E3 we will have -lo = -ll = O. 

Theorem 5.5: Let 0= -' lo(E) < -ll{£) < ... be the 
eigenvalues of NE • Then 

(5.27) 

Proof: The proof can be obtained from (5.24), (5.25). and 
(5.26) rearranging the proofs of Theorems 5.2.5.3, and 5.4. 

We remark that when a certain value appears more than 
once in { -In}: = 0 this corresponds to asymptotic eigen­
value degeneracy for NE • 

Since -lo = -ll = O. we have 

All the remaining { -In): = 2 are distinct if X I /X2 is irra­
tional; if X I /X2 is rational { -In 1:= 2 contains values that 
appear only once and values that appear three times. 

That is. there are eigenvalues of NE that remain isolated 
when E~ and eigenvalues that have asymptotic multiplic­
ity 3 when E~. We have already observed this phenomenon 
in the study of M ... 

VI. THE ESTIMATE OF THE FIRST NONZERO 
EIGENVALUE OF ME AND N .. 

In Sec. V it has been shown that 

-Ao(E) = lo(E)=O, VE=/=O. 

lim AI(E) = lim -ll(E) O. 
.. ...0 ..-0 

(6.1) 

(6.2) 

where - Ao(E), AI(E) > 0 are the first two eigenvalues of 
ME and -lo(E), -ll(E) > 0 are the first two eigenvalues of 
NE' 

In Sec. II it has been shown that the eigenfunctions 
corresponding to - Ao(E) and -lo(E) are, respectively, 

vol y) = d !/2e - f,,/2 

and 

(6.3) 

DO(Y) = d !/2e -h.,/2 , (6.4) 

wherefl./2 are given by (2.13) and (2. 14)./IE.h .. by (2.4), 

(f +OO )-1 
dE = _ 00 e - f,,/2 dy = ~ cE • (6.5) 

d- - -f2,/2 d - £ -(f +oo - )-1 
- e y --c 

E -00 v1 E 
(6.6) 

are normalization constants such that IIvoIIL2(R) = IIDoIIL2(R) 
= 1. and c .. , C .. are given by (2.11). 

Using the Rayleigh-Ritz principle (see Ref. 6, p. 78, 
Theorem XIII.2) we want to estimate the quantities 
- AI(E) + Ao(E) and -ll(E) + lo(E) as E~. that is, the first 

nonzero eigenvalue of ME and NE. 
The same problem for the Fokker-Planck operators 

corresponding to M.. and NE and for some more general 
Fokker-Planck operators has been considered by Mat­
kowsky-Schuss in Ref. 10. 

Matkowsky-Schuss 10 used the technique of matching 
asymptotic expansions. The results obtained here using the 
Rayleigh-Ritz principle are contained in the ones obtained 
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by Matkowsky-Schuss, 10 but are derived in a more elemen­
taryway. 

Theorem 6.1: Let - Ao(E), - AI(E), ME be as above. 
Then as E-.() we have 

0< - AI(E) + Ao(E)= - A I(E)<const e - (2/.-l)a4 • (6.7) 

Proof From the Rayleigh-Ritz principle (see Ref. 6, p. 
78, Theorem XIII.2) we have 

(g,Meg)L 2(R) 

0< - AI(E) + Ao(E)= - AI(E)< ) , (6.8) 
(g,g L2(R) 

where geL 2(R) is any function orthogonal to Vo [given by 
(6.3)] that belongs to the domain of ME as a form. 

Since Vo is an even function let us choose 

g= uVo , (6.9) 

where u( y) = - u( - y) is an odd function such that 
ueL oo(R) and duldyeL oo(R), where duldy is the distribu­
tional derivative of u. 

The function g is orthogonal to Vo and belongs to the 
form domain of ME' 

We have 

f + 00 (d 2 
) (g,MEg) L2(R) = uVo - -2 + VE uVo dy 

- 00 dy 

= f_+oooo {[~ (UVo)r + VEU2V~ }dY 

= f_+oooo {(~; rv~ + U2(~; r 
du dvo V 2 2} d +2u-vo-+ EU Vo Y 
dy dy 

= - v~dy, f+ 00 (dU)2 
- 00 dy 

since 

f+ 00 2(dVO)2 d - f+ 00 d ( 2 dvo) d 
u - Y - - Vo - U - Y 

_ 00 dy - 00 dy dy 

f+ 00 { du dvo 
= - 2u-vo-

- 00 dy dy 

2 d2vo}d +u VO--2 
Y, 

dy 

Let us choose 

{

I, 
u(y)= y, 

-1, 

y> 1, 

Iyl < 1, 
y< -1. 

Equation (6.12) becomes 

Moreover 
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(6.10) 

(6.11) 

(6.12) 

= ~ c 2e + 2a
2
e - .-l/2e - (2I.-l)a

4 

v1 E • 
(6.14) 

It can be easily shown that 

(6.15) 

and that, since x = (Elv'2ty, 

(6.16) 

In fact, in the sense of distribution 

lim cEe -(2I.-l)!,(x) = ~(£5(x - a) + £5(x + a)) , (6.17) 
E-+O 

where £5 ( • ) is the Dirac's delta. Theorem 6.1 now follows 
from (6.13), (6.14), (6.15), and (6.16). 

We remark that since a4 ,= 11(0) - II (a) the estimate 
(6.13) agrees with the one of Matkowsky-Schuss. 10 

Theorem 6.2: Let - Ao(E), - AI(E), NE be as above. 
Then as E-.() we have 

0< -AI(E) + Ao(E)==A.I(E) 

(6.18) 

where x I and X 2 are given in Proposition 2.2 (i) (see Fig. 2). 
Proof Reasoning as in the proof of Theorem 6.1 we 

have 

_ _ _ f ~:: (dh /dy)2V~ dy 
0< -AIlE) + Ao(E)== -AI(E)< 2~' 

f~: h Vo dy 

(6.19) 

where g = hvoeL 2(R) is a function orthogonal to Vo such that 
heL OO(R) and dh /dyeL oo(R). 

Let us choose 

h = u - (uvo,vo) L2(R) , 

where 

{

I, y>YI + 1 , 

u(y) = y - YI' I y - YII < 1, 
- 1, y<YI - 1 , 

whereYI = (v'2IE)xI' 
Reasoning as in Theorem 6.1 it can be shown that 

f + 00 (dh )2 ~ dy<const e - (2I.-lv2(x,) . 

- 00 dy 

Moreover 

f+ 00 f+ 00 (f+ 00 )2 
_ 00 h 2~ dy = _ 00 U2V~ dy - _ 00 u~ dy , 

and 

f
+ co . -2-2 11m u Vo dy = 1, 

€-+O - co 
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(6.20) 

(6.21) 

(6.22) 

(6.23) 

(6.24) 
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j = 1,2, ... ,m we expect the eigenvalue zero of HE (or L E ) to 
(6.25) have asymptotically multiplicity m when E-o. 

Theorem 6.2 now follows from (6.19), (6.22), (6.23), (6.24), 
and (6.25). 

VII. CONCLUSIONS 

Letf(x)E'G'3(R) be such that e-(21E')f(X)EL I(K), 'thl-0 
and suppose that 

f'(X) =0 

has n roots 51,52, ... ,5n such that 

f"{5jl = a j 1-0, i = 1,2, ... ,n . 

(7.1) 

(7.2) 

That is, 51,52, ... ,5n are nondegenerate minimizers or maxi­
mizers of! 

Let 

C a2
• a (df ) L E(·)=--+- -. , 

2 ax2 ax dx 
(7.3) 

the Fokker-Planck operator associated to! 
Proceeding as in Sec. II, the study of the spectrum of 

(7.3) can be reduced to the study of the spectrum of 

d 2 

HE = - dy2 + WE(y) (7.4) 

on L 2(R), where WEI y) is given by (2.7). 
LetYj = (v'1IE)5j, i = 1,2, ... ,k. A straightforward com­

putation shows that as E-o, WE (y) approaches n decoupled 
harmonic oscillator potentials aa;(y - yy - ~aj' 

Therefore, we expect the spectrum of HE to approxi­
mate the spectrum of n decoupled harmonic oscillators A ~ 
= !Iaj 1(2k + I) + !aj> i = 1,2, ... ,n and k = 0,1,2, .... 

In particular, iff has m ( < n) minimizers, that is, a i > 0, 
J 
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An N-spin model is given with a discrete-time evolution specified by a system of stochastic 
difference equations. A Markov chain associated with the evolution is decomposed into two, 
nonhomogeneous, absorbing Markov chains. Analysis of each chain yields the probability, given 
a specific initial state, of ultimate absorption into a specific state. As time t-+oo the spin model 
will, with probability equal to 1, have all spins up, all spins down, or will oscillate between two 
antiferromagnetic (Neel) states. The time-dependent correlation functions (Si(t )sj(t) are also 
obtained. 

I. INTRODUCTION 

Stochastic spin models are often closely related to a 
model which Glauber introduced. Such models are typically 
written in terms of a master equation 1 describing the (contin­
uous) time evolution of the probability of a state of an N-spin 
system. The master equation contains specified transition 
rates for spin flips-usually single or double spin flips. 2 The 
transition rates are functions of a few spins which constitute 
the local environment of a given spin. 

Similar models have been studied in a discrete-time3 

framework as finite Markov chains. In that context the 
Glauber model may be viewed as a generalization of the Eh­
renfest urn model. 4 

Work on models of the above types and on models con­
taining many-spin transitions extends into areas outside of 
conventional physics. There are voter models, cell-growth 
models, neural-net models, etc., some of which appear to 
have originated in Russianjournals on cybernetics and infor­
mation theory. A subset of these models is reviewed in a very 
approachable monograph by Kindermann and Snell5 and in 
a review article by Durrett.6 A recent review article by Wol­
fram 7 contains extensive computer simulation results direct­
ed towards a classification of the behavior of cellular auto­
mata. 

The purpose of the present paper is to describe the be­
havior of a model involving a row of N Ising spins ( ± 1 
variables). The evolution of the spin system is given by a 
discrete-time, nonlinear system of stochastic difference 
equations. At each time step many spins may flip. 

The behavior of the spin system is expressed in terms of 
a finite Markov chain.8 The Markov chain is decomposed 
into two Markov chains operating in disjoint space-time sub­
lattices. Each of the latter two Markov chains is an absorbing 
Markov chain with two ferromagnetic absorbing states. Giv­
en any state of the spins on the independent sublattices, we 
find the probabilities of ultimate absorption into the absorb­
ing states. In other words, given the initial state of the N 
spins, we have the probabilities of the spin system ultimately 
achieving a ferromagnetic state of all spins down, of ulti­
mately achieving a ferromagnetic state of all spins up, or of 
oscillating forever between two antiferromagnetic (Neel) 
states; no other behavior is possible. 

Additionally, we have the two-spin, time-dependent 
correlation functions (Si(t )Sj(t). 

Aspects of these exact, analytic results have been tested 
by computer simulations. For N = 20, large variations in the 
absorption time are observed. 

II. SYSTEM OF STOCHASTIC DIFFERENCE EQUATIONS 

Consider a one-dimensional lattice of sites labeled by 
the integers 1,2, ... ,N so that sitej has left neighborj - 1 and 
right neighborj + 1, forj = 2,3, ... ,N - 1. Site 1 has site 2 as 
its only neighbor and site N has site N - 1 as its only neigh­
bor. N is taken to be an even integer not less than 4. 

Associate with each site a time-dependent spin variable 
Sj(t) restricted to the values ± 1. The time parameter tis 
discrete: 

Sj(t) = ± 1, for t = 0,1, .... (2.1) 

The evolution of the spin variables is given by the fol­
lowing stochastic process: at time t, spin Sj(t) (j>2) "looks" 
at its two neighbor spins Sj _ I (t) and Sj + I (t). If the two 
neighbor spinssj _ 1 (t) andsj+ dt) are parallel, thensj(t + 1) 
assumes the value ofsj _ 1 (t) [or equivalently, sj+ I (t)]. If the 
two neighbor spins are antiparallel, thensj(t) "tosses" a coin 
and Sj(t + 1) assumes the value + 1 if the coin displays 
"heads" and - 1 ifthe coin displays "tails." Each end spin 
at time t + 1 assumes the value its neighbor had at time t. 
This process may be expressed in terms of the following non­
linear system of stochastic difference equations: 

SI(t + 1) = S2(t) 

Sj(t + 1) = HSj- dt) +Sj+ I (tl] 

+ ! [1 - Sj _ dt)sj+ d t l] OJ(t), (2.2) 

SN(t+ l)=sN_dt), 

wherej = 2,3, ... , N - 1 and t = 0,1, .... 
The random variables OJ(t) for j = 2,3, ... ,N - 1 and 

t = 0,1, ... , m* are statistically independent and identically 
distributed according to the prescription 

OJ(t) = + 1, with probability! + E, 

(2.3) 
OJ(t) = - 1, with probability! - E, 

where lEI <! and m* is any positive integer. The coin is not 
necessarily "fair"; consequently, E is not necessarily zero. 

Next consider a Markov chain associated with the 
above system of stochastic difference equations. 
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III. ASSOCIATED MARKOV CHAIN 

To lighten the notation, write 

S; = SJ(t + 1), 

Sj = Sj(t), 

and use the relation 

8 (s,s") = !(1 + ss"), 

(3.1) 

(3.2) 

for the Kronecker delta 8 (s,s") involving any spin variables 
s,s" restricted to the values ± 1. Then the stochastic process 
described in the preceding section can be associated with a 
probability p(sj , ... ,s~ Is 1, ... 08 N) of the spin system realizing 
the state (sj , ... ,s~) at time t + 1, given that the system was in 
state (SI, ... ,sN) at time t: 

=...!...(1 +SjS2){Nir[~1 +Sj_lsj+l) 
2 j=2 2 

X!(1 + Sjsj+ I )8(s;, Sj) 

+ !( 1 + Sj _ I sj+ I j!( 1 - Sjsj+ I )8(s;, - Sj) 

+ !( 1 - Sj _ I sj+ I ) [(! + E)8(S;, 1 ) 

+ H - E)8(S;, - 1)] ]}!(1 +S~SN_ d· (3.3) 

This one-step transition matrix defines a Markov chain 
associated with the system of stochastic difference equations 
(2.2). 

IV. DECOMPOSITION OF THE MARKOV CHAIN 

When one looks at a two-dimensional lattice (one space 
dimension and one time dimension) shown in Fig. 1, one sees 
that the system (2.2) decomposes into two systems. The two­
dimensional space-time lattice decomposes into two disjoint 
sublattices. This decomposition enables one to factor the 
Markov chain transition probability (3.3). The latter factori­
zation significantly simplifies the problem and is accom­
plished in the following way. 

Agree to let sJ relate to time 2t, s; to time 2t + 1, and sJ' 
to time 2t + 2. Then introduce new variables (for 
j = 1,2, ... ,N /2) 

2t + 2 

2t + I 

2t 

FIG. l.The sublattice decomposition for a system of N = 4 spins evolving 
according to the stochastic difference equations (2.2). 
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(4.1) 

(4.2) 

From Fig. lone sees that the u variables refer to the 
sublattice with the dashed-line bonds and the v variables re­
fer to the sublattice with solid-line bonds. 

The transition probability for the time step 2t to 2t + 1 
is 

p(sj , ... ,s~ ISI, .. ·,sN) 

= PI(uj , ... ,u~/2luI, .. ·,UN/2) 

XP2(Vj , ... ,v~ 121 VI, .. ·,VN 12)' 

and for the time step 2t + 1 to 2t + 2 

p(sj' , ... ,sN Isj , ... ,s~) 
=P2(uj', ... ,uN/2luj, ... ,U~/2) 

X ( " "I' ') PI VI,,,,,VN/2 VI ' .. ·'VNI2 ' 

where 

PI(xj , .. ·,x~/2lxI, .. ·,xNnl 

=...!...(1 +XjXI){rr[...!...[1 + ...!...(xj _ 1 +Xj)x;] 
2 j= 2 2 2 

(4.3) 

(4.4) 

+ ~ (I-Xj _ IXj )x;E]), (4.5) 

and 

(4.6) 
in terms of arbitrary spin variables Xj' x; = ± 1 for 
j = 1,2, ... ,N /2. 

Let P denote the 2N X 2N matrix with elements 
p(sj , ... ,s~lsl,. .. ,sN)' Here, P is a stochastic matrix since each 
of its elements is in the interval [0,1], and the elements in 
each column sum to 1. 

Similary, let PI denote the 2N/2 X 2N/2 stochastic matrix 
with elements PI(uj , ... ,U~/2luI, ... ,UN/2); let P2 denote the 
2N 12 X 2N 12 stochastic matrix with elements 

P2(uj', ... ,UN/2luj , ... ,u~/2)' To help distinguish the two sub­
lattices, let QI denote the stochastic matrix with elements 
PI(Vj',,,,,vN 121vj , ... ,V~ 12) and let Q2 denote the stochastic ma­
trix with elementsP2(vj , ... ,v~/2IvI, ... vN/2)' 

With the above definitions one has the direct-product 
factorization 

P = PI ® Q2 for the step 2t--2t + 1, 

P = P2 ® QI for the step 2t + 1--2t + 2, 
(4.7) 
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and for t = 0,1,2, ... , 

p2t = (Pzl'Il t ® (QtQ2Y' 
(4.8) 

p2t+1 = [PI(P2PIYJ ® [Q2(QIQ2Y1. 

This factorization, which provides a decomposition 
into two nonhomogeneous Markov chains, clearly intro­
duces no statistical connection between the two sublattices. 
Consequently, if spins on one sublattice are initially statisti­
cally independent with respect to spins on the other, then the 
statistical independence will persist for all times 
t = 0,1,2, .... In the following, we restrict the choices of in i­
tial probability so as to gain that statistical independence. 
One is then able to obtain results for the N-spin system by 
studying the N /2 spins on one sublattice. 

V. SYMMETRY PROPERTIES OF THE TRANSITION 
MATRICES 

For definiteness, focus attention on the N /2 spins 
ul"",UN / 2 located on the sublattice with dashed bonds [see 
Fig. 1 and Eqs. (4.1) and (4.2)]. The transition matrices 
relating to those spins are PI and P2, with respective 
matrix elements PI(U; , ... ,uSv/2lu l "",UN /2) and 
P2(U;' ""'UN /21 u; , ... ,uSv /2) defined by Eqs. (4.5) and (4.6). 

Let u denote the N /2-tuple (u I""'U N /2) and denote the 
matrix elements of PI and P2 by 

p~)(u'lu) = pdu; , ... ,uSv/2Iu l , ••• ,uN nl, (5.1) 

where k = 1,2. Note that E, which now appears explicitly on 
the left side, was partly suppressed in the defining equations 
(4.5) and (4.6). 

Here are some important, easily established properties 
of the transition matrices. Matrix elements will be written as 
in (5.1) and also in the Dirac notation form as in (5.3) below. 

Property I: 

p~)(u'lu) =p~-£)( - u'l- u). (5.2) 

In terms of the matrix elements, such as 

(u'l( P2PIllu)(£) = D~)(u'lu")P\£)(u"lu), (5.3) 
u· 

etc., the latter property leads to 

Property II: 

(u'l( P2PIlt lu)(£) = ( - u'l( P2P l Yi - u)( -E), (5.4) 

and 

Property III: 

(u'IPI ( P2PIY lu)(£) = ( - u'IPt ( P2PI)t I - u)( - E), (5.5) 

for t = 0,1,2, .... 
To gain a measure of the importance of the above prop­

erties, consider the time-dependent expectation 

(uj(2t)uo;£ = Lu;(u'l [( P2PIYJ lu)(£)8(u,uO), (5.6) 
u',u 

subject to the initial sublattice spin configuration uO. Then 

(uj(2t)uo;£ = (uj(2t) _uo;_£, 

for j = 1, ... ,N /2; t = 0,1, ... , (5.7) 
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and the result also obtains for 2t replaced by 2t + 1. So one 
has 

(Uj(t)uo;e = - (uj(t)uo;_e, 

for j = 1, ... ,N /2; t = 0,1, .... (5.8) 

Also, 

(uj(t)um(t)uo;£ = (uj(t)um(t)_uo;_£. (5.9) 

Two additional properties of the transition matrices are 
expressed in terms of the permutation matrix R with matrix 
elements 

(u'IR lu) 

=!(l + uSv/2uIl!(1 + USv/2 _ I u2 )···!(1 + u; UN /2)' 

(5.10) 

Notice that 

(u'IR lu) = (uiR lu'), 

(u'IR lu) = ( - u'IR I - u), 

R 2 =1. 

(5.11) 

(5.12) 

(5.13) 

Since R is real, symmetric, and satisfies the last equation, the 
eigenvalues of Rare ± 1. 

From the definitions of PI' P2, and R one has Property 
IV. 

Property IV: 

R -IPIR =P2• (5.14) 

Thus, PI and P2 have the same characteristic equation 
and the same spectrum. 

Additionally, since R = R -I, one has Property V. 

Property V: 

( P2PIlt = (RPI)2t, for t = 0,1,... . (5.15) 

VI. THE LIMIT t-.oo 

PI' P2, and R are all stochastic matrices, so any product 
of those matrices is a stochastic matrix. Of particular interest 
is the stochastic matrix P2P I , since the time dependence of 
the Markov chain for the sublattice spins is essentially deter­
mined by (P2P lr For 0, lEI <!, the matrix P2PI is a transi­
tion matrix for a Markov chain with only two absorbing 
states. One absorbing state has all (sublattice) spins uj = 1 
(j = 1, ... ,N /2). Thus, for t-.oo the probability of all sublat­
tice spins down added to the probability of all sub lattice 
spins up yields 1. It follows that, irrespective of the initial 
state of the one-dimensional N-spin system (see the last para­
graph of Sec. IV), the two-dimensional space-time lattice will 
ultimately (with probability unity) have both sublattices par­
allel up (all spins + 1), both sublattices parallel down (all 
spins - 1), or the sublattices mutually antiparallel. There­
fore, the N-spin system ultimately (with probability unity) 
has all spins up, all spins down, or it oscillates between two 
antiferromagnetic (Neel type) states. 

To establish the above assertions, which were made for 
O,IEI <!, let u+ denote the (N /2)-tuple (1, ... ,1), and let u­
denote (- 1, ... , - 1). Then from (4.5), (4.6), and (5.1) 
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(u'IPJ>llu)(El = Dtl(u'lu")P\El(u"lu) 
u' 

= l5(u',u+~(u,u+) + l5(u',u-~(u,u-) 
+ [1 -15(u,u+)][ 1 -15(u,u-)] 

x L ptl(u'lu")PI(El(u"lu). 
u';o<u± 

For 0< lE'I <! the matrix element 

(u'IPJ>du)(El = l5(u',u+~(u,u+) + l5(u',u-~(u,u-), 
for u = u + or u = u - . 

For any u;lu+ or u-

L (u'IP2P l lu) < 1. 
u';o<u± 

(6.1) 

(6.2) 

(6.3) 

This establishes that P J> I is a transition matrix for an 
absorbing Markov chain with u + and u - as the only absorb­
ing states. 

Now consider the initial sublattice spin configuration 
Uo = (u I;O"",UN/2;o)' Given uO, what is the probability P+(UO) 
of ultimate absorption into the state u+? [The associated 
probability p_(UO) = 1 - P+(UO), since the Markov chain has 
u+ and u- as the only absorbing states.] The calculation of 
the probabilities P+(UO), p_(UO) generally involves the diffi­
cult task of obtaining a so-called fundamental matrix. 8 Here 
we have a way around this difficulty when E' = O. Since we do 
not have a rigorous proof of the validity of the method, the 
word "conjecture" will serve as a hedge. 

Given the initial sublattice state uO, the probability that 
spinj has orientation uj at time t isl 

p(ujluO;t) =![l + uj(uj(t)], (6.4) 

where (uj(t) is the time-dependent average computed by 
averaging (2.2) over all appropriately weighted sample paths 
and using (4.1) to relate Sj to the U;. In the above notation for 
(uj(t) the dependence on UO is implicit. 

Since the two absorbing states have all spins up or all 
spins down, we conjecture that 

p_(UO) = t-oo limit of p( - 1IuO;t), 

where 

p_(UO) + p_(UO) = 1. 

(6.5) 

(6.6) 

To compute the right side of (6.4) one uses (2.2). The 
latter equation provides a means of expressing Sj(t) 
in terms of the statistically independent quantities O2(0), ... , 
ON_ dO), O2(1), ... , 0N_ d1), ... , Oz(t - 1), ... , 0N_ dt - 1); 
consequently, (s/(t )OJ(t)) = (s/(t) (OJ(t)) and we have 

(SI(t+ I) = (sz(t), 

(Sj(t+ I) =H(Sj_dt) + (sJ+dt)] 

+ ![l- (Sj_ dt)sj+ dt)] (OJ(t)), (6.7) 

(SN(t+ I) =sN_dt), 

wherej = 2,3, ... ,N - 1, and t = 0,1, .... 
The system of equations (6.7) which can alternatively be 
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obtained via the Markov chain transition matrix (3.3) is only 
the beginning of a hierarchy containing single-spin averages 
(Sj(t ), two-spin averages (Sj(t )sk(t ), etc. 

For the special case of E' = 0, however, 

(OJ(t)) = 0 (for E' = 0), (6.8) 

and (6.5) becomes a closed, linear system involving single­
spin averages: 

(8(t + I) = A (8(t) (for E' = 0), (6.9) 

where 8(t) is a column vector with transpose [SI(t ), ... ,sN(t)], 
and A is the N X N, nonsymmetric matrix 

0 1 0 0 

! 0 ! 0 

0 ! 0 ! 
A= (6.10) 

! 0 I 0 :1 

0 ! 0 ! 
0 0 0 

with the spectral representation3 (Wk is the transpose of the 
vector Wk) 

N-I W
k Wk S - 2 

A = L ek - -2 ' 
k=O Wk S Wk 

where the eigenvalues 

(6.11) 

ek = cos(ad, (6.12) 

ak = k1T/(N - 1) (k = O,I, ... ,N - 1) (6.13) 

and corresponding eigenvectors Wk with components (wk)j' 

(wk)j = wjk = W 1k cos[(j - I)ak]' (6.14) 

S denotes a diagonal matrix 

S = diag(I,2-1/2,2-1/2, ... ,2-1/2,I), 

with inverse 

S -I = diag(I,21/2,21/2, ... ,21/Z,I). 

The solution of(6.7) is (for E' = 0) 

N-I wwS-z 
(8(t) = L e~ _ k ~2 (8(0). 

k=O Wk S Wk 

(6.15) 

(6.16) 

(6.17) 

Notice that the scale factor Wlk drops out of the solu­
tion, and for t-oo the only surviving terms are the one with 
k = 0 (projecting ferromagnetic alignment) and the one with 
k = N - 1 (projecting antiferromagnetic alignment). Look­
ing at the limit on even time values, one has (for E' = 0) 

t-oo limit of (sj(2t) = f {(~ow~ -2) s? 
;=1 w~ Wo ij 

=(WN_IWN~IS-2) s?}. (6.18) 
WN_1S- W N _ 1 ij 

By using (6.18), (6.4), (6.5), and (4.1) (to relate the Sj to 
the u;) one now has 

p+(uO)=HI + (uj(oo)], 

p_(UO) =!(l - (uj ( 00)), 

where (for E' = 0) 
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(Uj ( (0) = t-oo limit of (uj (2t) 

1 2 N/2-1 

° '" UO = N - 1 UNI2 + N _ 1 n~1 n' 
(6.20) 

where uJ = (uj(O). 
Equations (6.19) and (6.20) enable one to express the 

probability p + (UO) of ultimate absorption into the state u + 
for the sublattice starting in the state uO. The probability of 
ultimate absorption into the state u - for the sublattice start­
ing in the state UO isp_(uo) = 1 - p+(UO). 

For the other sublattice, with spins labeled with Vj 

(j = 1, ... ,N 12) according to (4.1), the probability of ultimate 
absorption into the state v+ (all sublattice spins up) starting 
from state VO is p + (RvO), where R is the permutation matrix 
defined in (5.10). Similarly, the probability of ultimate ab­
sorption into the state v- (all sublattice spins down) starting 
from state VO is p_(RvO) = 1 - p+(RvO). Thus, (6.19) and 
(6.20) can be utilized for the v sublattice if UO is replaced by 
Rvo. 

Since the two sublattices are independent, one can im­
mediately write the probabilities for the four possible limit­
ing spin configurations on the two-dimensional (space-time) 
lattice; viz., 

p+ (uolP+ (RvO), p+(uolP_(RvO), 

p _ (uolP + (RvO), p _ (uolP _ (RvO). 

VII. CORRELATION FUNCTIONS (E = 0) 

ThetermH 1 - Sj_ I (t)s]+ dt)] OJ(t) in (2.2) contributes 
the term 

B(t)=! 
03(t) 

-ON_dt) 0 

o 0 

where 

OJ(t) = ± 1, with probabilities !. (7.7) 

In the preceding section we used the fact that 
(B(t)s(t) = (B(t)(s(t) =Otofind(s(t)bysolving(6.9). 

Now we want to calculate correlations (s;(t )sj(t) so we 
consider the formal solution of(7.5): 

s(t + 1) = [A + B (t))· . • [A + B (I)][A + B (O)]s(O), (7.8) 

and write the direct product 

s(t+ 1)®s(t+ 1) 

696 

= ([A +B(t)) .•• [A +B(I)][A +B(O)]s(O)] 

® ([A +B(t)]·· .[A +B(I)] [A +B(O)]s(O)] (7.9) 

= ( [A + B (t)] ® [A + B (t)]] . •. ( [A + B (0)] 

® [A +B(O)]]{s(O)®s(O)]. (7.10) 

The correlation matrix 
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term I = !( 1 - Sj _ I s]+ d [H + E) 

Xc5(sJ, I) + H - E)c5(SJ. - 1)] (7.1) 

to the Markov chain transition matrix (3.3). If in (2.2) one 
replaces ! [1 - Sj - dt)s]+ dt )] OJ(t) by H s]+ dt) 
- Sj _ I (t )] OJ(t), then term I in the Markov chain transition 

matrix is replaced by 

term II = !(1 - Sj_ISj+ d [c5(sJ, I) + c5(sJ, - 1)] 

+ !(s]+ I -sj_d[2Ec5(sJ,I)-2Ec5(sJ,-I)].(7.2) 

Notice that 

term I = term II, for E = O. (7.3) 

This justifies replacing (2.2) by 

SI(t + 1) = S2(t), 

Sj(t+ 1)=HSj_dt)+s]+dt)] 

+Hs]+dt)-sj_dt)]Oj(t), (7.4) 

SN(t+ 1)=sN_dt), 

wherej = 2,3, ... ,N - 1, t = 0,1, ... , and E = O. In that sense 
the linear stochastic system (7.4) for E = 0 is equivalent io the 
original nonlinear stochastic system (2.2) for E = O. 

Using vector notation for s(t) and the matrix A, defined 
in the preceding section, enables one to write (7.4) in the form 

s(t + 1) = [A + B (t )]s(t), (7.5) 

where the N XN matrix A is given by (6.10) and the N XN 
random matrix B (t ) is 

0 

0 

(7.6) 

ON_dt) 

0 

I 
(s(t + 1) ® s(t + 1) 

= ([A +B(t))®[A +B(t») ... ([A +B(O)) 

® [A + B (0)]) [s(O) ® s(O)]. (7.11) 

But 
([A + B (t)] ® [A + B (t») 

=A®A + (B(t)®B(t), (7.12) 

since(B(t) = O,forE = O.Furthermore, (B (t) ®B (t)isin­
dependent of t. This follows from the definition in Sec. II of 
the independent, identically distributed random variables 
OJ(t). Using (O;(t )OJ(t)) = c5(i,J1 one finds the explicit result 

([B (t) ®B (t )];k;jm) 

= (Bij(t)Bkm(t) 

=!z;zkc5(i,k)[ -c5(i,j+ 1)+c5(i,j-l)] 

X [ - c5(k,m + 1) + c5(k,m - 1)], (7.13) 

where 
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{
O, for i = 1 or N, 

Zi 1, for i = 2, ... ,N - 1, 
(7.14) 

so one can replace iziZk 8(i, k) by lzi8(i, k) in (7.13). With 
(7.14) the elements of A may be written as 

Ajm ! Zj [8(j,m + 1) + 8(j,m - 1)] 

+ 8(j,I)8(m,2) + 8(j,N)8(m,N - 1). (7.15) 

Introduce the time-independent N 2 X N 2 matrix 

C (B(t)®B(t), (7.16) 

with elements given by (7.13). Then from (7.11) 

(s(t) ®s(t) = [A ®A + C]t [s(O) ® stOll, (7.17) 

or, equivalently, 

(s{t + 1)®s(t + I) = [A ®A + C ](s(t)®s{t), (7.18) 

i.e., 

(Si(t + l)sk(t + 1) 

= L[{A ®A )/k;jm + Cik;jm] (Sj(t )sm(t) 
j,m 

= L[AijAkm + Cik;jm] (Sj(t)sm(t), (7.19) 
j,m 

where 

(Si{t )s/(t) = 1, for t 0,1, ... ; i = 1, ... ,N, (7.20) 

and 

(7.21) 

From the discussion of the decomposition (Sec. IV) one 
sees that spins on different space-time sublattices are mutu­
ally uncorrelated (initially, and therefore for all time). Con­
sequently, for spins S/ and Sk on different space-time sublat­
tices 

(7.22) 

where (s/{t) is given by (6.17). 
For spins S/ and Sk on the same space-time sublattice, 

one solves the nonhomogeneous, linear system (7.19) subject 
to (7.20) and (7.21). The result is 

N-l 

(Sj(t)sm(t) = 1 + L Ck sin[ak ((j+m)/2 1)] 
k=O 

Xsin( ak(j - m)/2)] (cos ak)t, (7.23) 

where j, m = 1,2, ... ,N, and j + m is an even integer. The 
symbol ak is defined in (6.13) and the coefficient Ck is found 
from (7.23) for t = ° by using the initial values (7.21). Notice 
that 

(7.24) 

consistent with the sub lattice limiting behavior found in Sec. 
VI. 
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VIII. REMARKS 

For E = ° the above time-dependent model does not 
entirely "forget" its t ° condition for t-oo. Such long­
range correlation in a space-time lattice which is infinite in 
only one dimension does not violate the Perron-Frobenius 
theorem. One is studying a system which is very similar to 
the zero-temperature case of Baxter's eight-vertex model,9,10 
where the latter model is taken in the form without four-spin 
interactions. The eight-vertex model (toroidal boundary 
conditions) then decomposes (see Fig. 10.4 of Baxter's 
bookll) into two independent, square-lattice Ising models. 
At zero temperature there is, of course, long-range correla­
tion in even the one-dimensional Ising model. 

Clearly the time evolution of one-dimensional Ising 
spin systems is linked to the equilibrium behavior of two­
dimensional Ising spin systems and related vertex models. 
This was evident, for example, when Felderhofl2 diagona­
lized the evolution operator for the Glauber model. His 
method is closely connected with the Fermi-operator tech­
nique used to diagonalize the transfer matrix for the two­
dimensional Ising model. 13,14 
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Minimization of the energy functional of a one-dimensional fermlonic system 
In the large-N limit 
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A one-dimensional system of N nonrelativistic fermions in the confining potential is studied in the 
large-N limit where a classical limit appears. 

I. INTRODUCTION 

The analysis of many quantum theories with a large 
number of degrees of freedom surprisingly simplifies with 
increasing number of degrees of freedom. I In the limit 
N--.oo, where N measures the number of degrees of freedom, 
it is possible to obtain a new type of classical limit of the 
quantum system. This is mainly due to the fact that quantum 
fluctuations of suitably chosen operators vanish in the limit 
when the number of degrees of freedom increases. It was 
shown2 that one can find a classical phase space to define a 
consistent Poisson bracket and a classical Hamiltonian. In 
this paper we have reduced the problem of finding average 
values and the ground-state energy to the problem of mini­
mizing the corresponding classical Hamiltonian. 

A particularly efficient method for extracting the large­
N behavior of a quantum theory is a collective-field ap­
proach used by levicki and Sakita,3 which represents a gen­
eralization of the Bohm-pines treatment. It was shown4 how 
to extend this approach to include nonrelativistic fermions 
in one dimension. Choosing the density as a collective field, 
the theory in the large-N limit, where N is the number of 
fermions, results in the Thomas-Fermi theory plus correc­
tion terms. This is in analogy with the result for the three­
dimensional case, as stated by Lieb.5 

It is interesting that the same type of functional appears 
in the large-N limit of the SU(N) invariant random matrix 
mode1.6 This is a consequence of the fact that the N-particle 
Fermi gas can be restated in terms of the matrix problem 
mentioned. The same type of functional appears in the large­
N limit of the Calogero-Moser system with specific values of 
the coupling constant.7 

In this paper we solve the problem of the N fermions in 
one dimension. The fermions interact via the confining po­
tential V(x,y) = 2glx - yl. arising in the large-N limit of the 
one-dimensional quantum chromodynamics.8 This problem 
also appears in Witten's analysis ofbarions,9,lo concerning 
symmetric ground states and antisymmetric excited states. 
In Witten's further analysis barions are similar to solitons. 
In our one-dimensional analysis we have found that particles 
concentrate only on the interval of finite length. If we intro­
duce the density of fermions pIx) as a collective field, then the 
resUlting energy functional4 is 

J (¢ ) = t? { ¢ 3 dx + g { { Ix - yl¢ (x)¢ (y)dx dy, 
6 Jft JRJft 

where we have taken the mass as m 1. Solving the minimi­
zation problem should give us the minimal energy and the 
distribution of particles in this state. 

In Sec. II we give a mathematical formulation of the 
problem and show that this problem is nonconvex. We also 
derive the virial theorem. In Sec. III we construct a station­
ary point, and in Sec. IV we show the uniqueness of this point 
up to the translation. In Sec. V we prove that the stationary 
point constructed is the point of the minimum. In Sec. VI we 
briefly compare our results with the three-dimensional case. 

II. FORMULATION OF THE PROBLEM AND SOME 
AUXILIARY RESULTS 

Let LP = LP (R). 1 <.p < 00, be a Banach space consist­
ing of real measurable functions on R with the norm 

For a given N E N, let K be a convex set defined by 

K= {ZEL InL
3:z;;;'O,lIzIl1 N, L Ixlzdx< oo} .(2.1) 

Assume that g is a given positive number. Let us define the 
functional J:K--.R as 

J(¢)= t? { ¢3dx+g { {lx-yl¢(x)¢(Y)dxdy. 
6 JR JRJR 

We consider the following problem: 

inf( J (¢ ):¢ E K }. 

(2.2) 

(2.3) 
The first term in J is obviously convex. Let us investi­

gate the properties of the second term in J. 
Proposition 2.1: Let us define a functional /:K --.R by 

/ (¢ ) = L L Ix - yl¢ (x)¢ (y)dx dy. (2.4) 

Then / is a concave function on K. Let ¢ be an even function 
fromK. Then 

N L Ix!¢ (x)dx<./ (¢ ) = 2 L Ixl¢ (x) f~:x, ¢ (y)dy 

<. 2N llxl¢ (x)dx. 

Proof: Let us first prove the second assertion. We use 
the equalities 

/(¢) = 2 i+ 00 i+ 00 (Ix - yl + Ix + yl)¢ (x)¢(y)dx dy 

= 2 50 + co 50" 2x¢ (x)¢ (y)dx dy 
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+ 2 I + co L + co 2ytP (x)tP (y)dx dy 

= S I + co xtP (x) IX tP (y)dy 

= 2 r IxltP (x) fiX I tP (y)dy dx. 
JR -ixi 

BecauseoflltP 111= N, wehavel(tP )<,2N SR IxltP (x). Using the 
inequality Ix - yl + Ix + yl >2x, we obtain 

I (tP »N i IxltP (x)dx. 

Now let us prove the first assertion. Let U I ,U2 E K, u(t) 
= (1 - t )u I + tu2, and v = UI - U 2• We use the equality 

l(u(t)) = (1- t)f(u l ) + tI(u2 ) - t(1 - t)f(v). 

We have vEL In[. 3, SRv(x)dx=O, and SRlxllv(x)ldx 
< + 00. Let v denote a Fourier transform of v. Then 

(2.5) 

Now we conclude that 

Iv(p)/pl < C Iffii· (2.6) 

Because of Ixl = - 2p(1/p2), (2.5), and (2.6), for WE C 6, 
tV = v, we have 

l(v) = - 2 i Iw(pW dp = - 2 i p- 2Iv(pW dp, 

i.e., l(v) <0 for U I ¥-U2' We have already proved 

I (u(t ))>( 1 - t )f (u I) + tl (u2 ); 

hence I is a concave function. 
Corollary 2.2: Problem (2.3) is a nonconvex minimiza­

tion problem. 
Theorem 2.3 (vinal theorem): Let tPo be a solution for 

(2.3), CI = (r/6)SRtP~ and C2 =gl(tPo). Then 2CI = C2: 
Proof: Let us define a function tP by 

tP (x) = (C2/2CI)t!3tPO(X(C2/2CI)I/3). 

Then we have 

J(tP) = 3/4113C :/3C~/3>J(tPo) = CI + C2. (2.7) 

On the other hand, it is well known that 

C I + C2>3/41
/
3C :/3C ~/3, for every CI,C2 > 0, (2.S) 

with equality in the case 2CI = C2• The statement of this 
Theorem follows from (2.7) and (2.S). 

III. CONSTRUCTION OF THE STATIONARY POINT 

The main aim of this section is to construct a stationary 
point for the minimization problem (2.3). In the following 
lemma we obtain the necessary conditions for (2.3). 

Lemma 3.1: Let tPo be a solution for (2.3). Then there 
exists a positive number A. (Lagrange multiplier) such that 

r tP ~(x) + 2g r Ix - YltPo(y)dy = A. 
2 JR 

on the set I x E R:tPo(x) > 0 (a.e.)), 
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2g i Ix - YltPo(y)dy>A. 

on the set Ix E R:tPo(x) = 0 (a.e.)). (3.1) 

The expression A = 1/ N ~ J (tPo) is also valid. 
Proof: Let tP E K and t E (0,1). Then tPt = (1 - t )tPo 

+ ttP E K. We also have t -I [J (tPt) - J (tPo)] >0. Taking the 
limit t~, from the preceding inequality we obtain 

i {~ tP ~ (x) + 2g i Ix - yltPo(Y)dY } (tP - tPo)dx>O. 

(3.2) 

Arguing along the same lines as in Ref. 10, from Eq. 
(3.2) we obtain the existence of A. such that (3.1) is valid. A. is 
obviously positive. Let us multiply the first equation in (3.1) 
by a tPo and integrate. We obtain 

r i tP ~ + 2gl (tPo) = A. r tPo = N. 
2 R Ja (3.3) 

Because of Theorem 2.3, Eq. (3.3) implies A = (lIN) ~ J(tPo). 
By using the scaling arguments, we can show that the 

solution of(2.3) has a form 

tPN.g(X) = N 2/3g l
/
3tP (x(gIN)I/3), 

where tP is the solution for the case N = 1, g = 1. Then 

J(tPN,g) = N 7
/
3g2/3J(tP)· 

If A is a Lagrange multiplier in the case N = 1, g = 1, then 
AN,g =g2/3N 4

/
3 A.. 

In the following we consider the case N = 1, g = 1. Be­
cause of the scaling arguments, we can easily construct a 
solution for the general case if we know the solution for the 
case N = 1, g = 1. Let us consider the following problem: 
Find A E R and a positive function tP E L In[. 3, such that 

r tP 2(X) + 2 i Ix - YltP (y)dy = A. 
2 R 

on a set Ix:tP (x) > 0 a.e. on R), 

2 i Ix - YltP (y)dy>A. 

on a set fx:tP (x) = 0 a.e. on R), 

i tP (y)dy = 1. (3.4) 

Every function tP which satisfies problem (3.4) we call a 
stationary point for (2.3), and A is a Lagrange multiplier. 
Conditions (3.4) are the well-known Kuhn-Tucker condi­
tions for problem (2.3). For convex minimization problems, 
the Kuhn-Tucker conditions are necessary and sufficient 
conditions for the extremum, but for nonconvex problems 
they are only necessary conditions. 

Our aim is to obtain a solution for (3.4). Let us look for 
an even solution of problem (3.4) such that I x:tP (x) > 0) 
= ( - a,a), for some a > O. By differentiating and introduc­

ing a new function u = tP 2, we obtain the following differen­
tial equation: 

- u" = (S/r){ii on ( - a,a). (3.5) 

Because of the even properties of the solution, we have 
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u( - a) = uta) = 0, u'(O) = 0, f~ a .JU dx = 1. (3.6) 

By multiplying (3.5) by u' and integrating, it follows 
that 

U,2(X) = u,2(a) - (32/3r)u3/2(x), 
(3.7) 

U,2(X) = U,2( - a) - (32/3r)u3/2(x), Itfx E ( - a,a). 

Because ofthe positivity of the solution, from (3.7) we con­
clude that 

u'(a) = - u'( - a). 

Integrating Eq. (3.5), we have 

- u'(a) + u'( - a) = 8/r. 

Equations (3.8) and (3.9) therefore imply 

u'(a) = - 4/r = - u'( - a). 

(3.8) 

(3.9) 

(3.10) 

Because of the positivity of u, we conclude that u satisfies the 
following conditions: 

u' = 4/r(1- (2r/3)u3/2)1/2 on (- a,O), 

u' = - 4/r(1- (2r/3)u3/2)1/2 on (O,a), 

u( - a) = uta) = 0, u'( - a) = 4/r = - u'(a), 

u'(O) =0. 

From (3.11) it follows that 

(3.11) 

u(O) = (312r)2/3. (3.12) 

From (3.11) we can also determine the length of the interval 

l
ura) d 4 

ufO) (1 _ (2r/~)u3/2)1/2 = - r a. (3.13) 

Let us use the expression 

fl dy _ 2 t zdz 
Jo (1 - y3/2)1/2 - Jo (1 _ z3)1/2 

(see Ref. 11). 
By using (3.14), from (3.13) we conclude that 

a = i (v'3/21T)1/3{F(iW· 

Let us mention that Cauchy's problems 

v' = - 4/r(1- (2r/3)v3/2)1/2, 

v(a) = 0 on (O,a), 

v' = 4/r(1- (2r/3)v3/2)1/2, 

v( - a) = 0 on ( - a,O), 

(3.14) 

(3.15) 

(3.16) 

(3.17) 

have a unique solution, with a given by (3.15). Therefore we 
may conclude that the solutions ofEqs. (3.16) and (3.17) take 
the same value (312rf/3 at zero. Hence we have constructed 
a C I function v, which satisfies (3.16) and (3.17). Further­
more, we have v E C 2

( - a,a). 
Let us now prove that l/J = .JV is a solution of problem 

(3.4). 
From (3.16) and (3.17) we have 

V,2(X) = (16/1T4)(1 - (2r/3)v3/2(x)). (3.18) 
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By differentiating, it follows that 

2v'v" = - (16/r)v'.JV on ( - a,a). (3.19) 

Zero is the only null point of v', hence we obtain 

r12(l/J 2)" + 4l/J = 0 on ( - a,a). (3.20) 

Integrating (3.20), we have 

r {(l/J 2)'(X) - (l/J 2)'( - a) 1 + 4 fX l/J (y)dy = 0, (3.21) 
2 -a 

- r {(l/J 2)'(a) - (l/J 2)'(X) 1 - 4 La l/J (y)dy = O. (3.22) 
2 x 

Adding up Eqs. (3.21) and (3.22), we obtain 

r 2(l/J 2)'(X) + 4 fax - y l/J (y)dy = O. (3.23) 
2 -alx-yl 

Integrating (3.23), we have 

r fa Tl/J
2
(x) + 2 -a Ix - yil/J (yJdy 

= r l/J 2(0) + 2 fa IYIl/J (y)dy. (3.24) 
2 -a 

Let us define the Lagrange multiplier A as 

A = r l/J 2(0) + 2 fa IYIl/J (y)dy. (3.25) 
2 -a 

From (3.20) we have 

fa IYIl/J (y) = - r fa v".y = a _ r l/J 2(0). (3.26) 
-a 4 Jo 4 

Therefore, 

A =2a. (3.27) 

Let us now evaluate r_ a l/J (yJdy. Calculating as in the 
equality (3.26), we obtain 

J~a l/J (yJdy = fa.JU dy = - ~ [u'(a) - u'( - a)] = 1. 

(3.28) 

Also, let Ixl >a. Then 

2 fa Ix-yll/J(y)dy>2Ixl fa l/J(y)dy 

>2Ixl>2a =A. (3.29) 

Hence the pair {A,.JV1, where A is given by (3.27) and v by 
(3.16) and (3.17), is a solution of problem (3.4). Because of the 
virial theorem, we have 

J(l/J)=~=~. (3.30) 

The numerical value of a number a is 

a = i (v'3/21T)1/3{F(~W = 1.211 8677. (3.31) 

From (3.31) we have A = 2.423 9354 and J (l/J ) = 1.0388295. 
The value of a solution at zero is 

l/J (0) = (312r)l/3 = 0.533 659. (3.32) 

Values ofthe function l/J = .JV on the interval (O,a) are deter­
mined by numerical integration of Cauchy's problem (3.16) 
using the Runge--Kutta method with a step h = - a/WOO. 
The results are plotted in Fig. 1. 
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0.5 

FIG. 1. Density distribution ¢J (xl. Plotted is the rescaled function 
J (x) = N -2!3g -1!3¢J (xl, x = x(g/ N)I!3. 

IV. UNIQUENESS OF THE SOLUTION 

Because of translational invariance, we obviously have 
infinitely many solutions for problem (3.4). However, if we 
specify a solution such that S 0+ ,., t/> = SO "" t/>, we shall be able 
to prove the uniqueness in this case. If we choose the condi­
tion at another point z instead of at zero, the solution will be 
fixed in respect to that point. Hence we shall prove the 
uniqueness of the solution up to the translation. 

In order to show the uniqueness of the solution, we start 
with a related simpler problem: Find a positive number band 
u E e l(O,b ) such that 

u' = - 4/r(1 (2r/3)u3/2)1/2 on (O,b), 
(4.1) 

u(O) = (3/2rf/3, u(b) = O. 

Proposition 4.1: Problem (4.1) has a unique solution 
{a,v} E lRXe 1( - a,a), where a is given by (3.15) and v is a 
solution of Cauchy's problem (3.16). 

Proof The uniqueness of the solution for problem (4.1) 
follows from the construction of a and v. 

Let us now extend problem (4.1) to the following prob-
lem: Find a positive number b and u E e I( - b,b ) such that 

u' = - (4/r)(1 - (2r/3)u3/2)1/2 on (O,b), 

u' = (4/r)(1 - (2r/3)u3/2)1/2 on (- b,O), (4.2) 

u(O) = (3/2r)3/2, u( - b) = u(b ) = O. 

Proposition 4.2: Problem (4.2) has a unique solution 
{a,v} E R X e I( - a,a), where a is given by (3.15) and v is a 
solution of Cauchy's problems (3.16) and (3.17). 

Now we are able to show the uniqueness ofthe follow­
ing auxiliary problem: Find positive numbers band e, and a 
positive function u E e 2

( - b,e) such that 

u" = (8/r)ru on (- b,c), 
(4.3) 

r ru = I, u( - b) = ute) = 0, (> ru = [ru. 
J-b J-b 0 

Lemma 4.3: Let {a,v} be as in Proposition 4.2.Then 
{a,a,v) is a unique solution for a in (4.3). 

Proof We have already proved that {a,a,v} is a solution 
for (4.3). It remains to prove that {a,a,v} is a unique solution 
for (4.3). Let {b,e,z I be another solution for (4.3). Then z 
satisfies the equation 

- zIt = 8/r.,[z on ( - b,c). (4.4) 
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Integrating Eq. (4.4), we obtain 

- ZI(C) + Zl( - b) = 8/r. (4.5) 

Multiplying Eq. (4.4) by 2z' and integrating the result­
ing expression, we obtain 

- Z,2(X) + Z/2( - b) = (32/3~~/2(X), 
(4.6) 

ZI2(X) z'2(e) = - (32/3~~/2(X). 

Adding these two equations, and because of (4.5), we obtain 

Z/( - b ) = - ZI(C) = 4/r. (4.7) 

From (4.6) and (4.7) we derive a differential equation of 
the first order for z: 

ZI2(X) = (16117.4)(1 - (2~!3~/2(x)) on ( - b,c). 

Let us define Xs as a point from ( - b,c) such that 
ZI(XS ) = O. Obviously, there is a uniquexs E ( - b,c) such that 
ZI(XS ) = O. We also have z(xs) = (3/2~)2/3. Then we have 

z' = (4/r)(1 - (2r/3~/2)1/2, z( - b) = 0, 

z(xs ) = (3/2~)2/3 on ( - b,xs ) 

and (4.8) 

z' = - (4/r)(I- (2~/3~/2)l/2,z(xs) = (3/2~)2/3, 
z(e) = 0 on (xs,c). 

Therefore we have the equalities 

r (*') dy 
Xs + b = 4' Jzl-bdl _ (2r/3}y3/2)I/2 

~ (*) dy 
= 4' Jz(x,) (1 - (2r/3}y3/2)1/2 

=e -XS' (4.9) 
From (4.8) we conclude that Xs = ( - b + c)/2. By perform­
ing a translation for Xs in (4.8), we obtain problem (4.2). Be­
cause of Propositions (4.1) and (4.2), it follows from (4.8) that 
z(x - xs ) = v{x), and e - Xs = a = b - Xs = (b + c)/2. 
Now we have that z is symmetric around XS' Hence from 

SO b.,[z = Sg.,[z, we conclude that b = e. Therefore Xs = 0 
and problem (4.3) has a unique solution. 

Lemma 4.4: Let IA,t/> j be a solution for (3.4). Thent/> has 
a compact support. 

Proof We have the inequality 

A = r t/> 2(X) + 2 ( Ix - ylt/> (y)dy;;.. r t/> 2(X) + 21xl + e 
2 JR 2 

on the set {x:t/> (x»Oj. 
The statement of Lemma 4.4 follows directly from this 

inequality. 
Theorem 4.5: Let a and v be as in Proposition 4.2. Let A 

be given by A = 2a and t/> by t/> =,/V. Then {A,t/> } is a unique 
solution for (3.4) such that t/> is continuous and S 0+ ""t/> (x)dx 
= f~ ""t/>(x)dx. 

Proof We have already proved that {2a,,/V} is a solu­
tion for (3.4). 

Let {ft,f/J) be another solution for (3.4) such that f/J is 
continuous. Them {f/J>Oj is an open set. Let (b I ,b2) be a 
subset of { f/J > O} such that f/J(b I ) = t/A..b2) = o. By differenti­
ating, we obtain 
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From (4.10) we conclude in a similar way as in Lemma 4.3 
that¢'(b l ) = - ¢'(b2 ) = (4/r)C. Let us suppose that supp ¢ 
contains more than one part. Let (A ,B ) C f ¢ > 0) be such that 
¢(A ) = ¢(B ) = 0 and O<A <B. Then we have 

2 1 IA - yltPtv)dy = J.l, 2 1 IB - YI¢(y)dy = J.l. 

(4.11) 

We can write (4.11) in the form 

(A - y)¢ + (A - y)¢ + (y - A )¢ = ~, 
f

A f-A i+ 00 

-A -00 A 2 
(4.12) 

(B - y)¢ + (B - y)¢ + (y - B )¢ = ~. 
f

B f-B i+ 00 

-B -00 B 2 
From (4.12) we obtain 

A J~A ¢+ L+oo y¢- J--: y¢ 

+A {J--: ¢ - L+ 00 ¢} = ~ + J~AY¢' (4.13) 

B {J~ A ¢ + 2 LB ¢} + L + 00 y¢ - J _-: y¢ 

-2 LBy¢+B{J_-: ¢- L+oo ¢} 

= ~ + fA y¢. 
2 -A 

(4.14) 

Substituting (4.13) into (4.14) and using the expression 
S!y¢ = (B + A )/2S! ¢, we have 

(A-B){J~A ¢+ J_-: ¢- L+oo ¢+ LB ¢} =0. 

(4.15) 

From ¢>O on (A,B), fo+ oo¢ = fl_ 00 ¢, and (4.15) we 
conclude that A = B. Now we have 0 E f ¢ > 0), and the set 
f ¢ > 0) consists only of one interval, i.e., there exist numbers 
e,b > 0 such that ( - b,e) = f ¢ > 0). Now from Lemma 4.3 it 

follows that b = a and ¢ = JU. 

V. SOLUTION OF THE MINIMIZATION PROBLEM 

In this section we prove the existence of a solution of the 
minimization problem (2.3). The results obtained in the pre­
ceding sections are crucial for finding a solution of this prob­
lem. Obviously, it is enough to treat a caseg = 1,N = 1. 

For a u:R--+[O, 00), let u* be a symmetric decreasing 
rearrangement defined as in Refs. 12 and 13. For the positive 
symmetric decreasing g and non-negative functions f E LP 
and h ELq, we have 

iif(x)g(X - y)h (y)dx dy< iif*(x)g(X - y)h *(x)dx dy, 

(5.1) 

wheref* and h * are symmetric decreasing rearrangements 
of f and h, respectively. This is the well-known Riesz 
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theorem (see Refs. 12 and 13). We also have (fa)* = (f*)a, 
pointwise for every measurablef and positive number a, and 
Ilfllp = Ilf*lIp forpE[l,oo). 

Lemma 5.1: Let u E K. Then 

11 u(x)lx - Ylu(y)dx dy> 11 u*(x)lx - ylu*(y)dx dy. 

(5.2) 

Proof: Without loss of generality, we may suppose that 
u has a compact support. Then u* also has a compact sup­
port. Hence there exists C> 0, such that 

J J [Ix - yl - C ]u(x)u(y)dx dy = 0 

Ix-yl>C 
and 

J J [Ix - yl - C ]u*(x)u*(y)dx dy = O. 

Ix-yl>C 

Let us define the function g by g(x) = Ixl for x<C and 
g(x) = C elsewhere. Then we have 

11 Ix - Ylu(x)u(y)dx dy 

-11 Ix - ylu*(x)u*(y)dx dy 

= - 11 [C - g(x - y)] u(x)u(y)dx dy 

+ 11 [C-g(x-y)]u*(x)u*(y)dxdy 

- C [1 u(x)dx r + C [1 u*(x)dx r 
+ 11 fix - yl - g(x - y)) u(x)u(y)dx dy 

-11 fix - yl - g(x - y))u*(x)u*(y)dx dy 

= - ii [C - g(x - y)]u(x)u(y)dx dy 

+ Ii [C - g(x - y)] u*(x)u*(y)dx dy>O, 

because of(5.1). Thus (5.2) is proved. 
In order to prove the existence of a solution of problem 

(2.3), we start with a related auxiliary problem. Let m be a 
positive real number m>2, and 

Km = { U E L I( - m,m)nL 3( - m,m)lu>O, 

J:m Ix I u(x)dx < + 00, J:m u(x)dx = 1, u even}. 

Weare looking for a solution of the following problem: Find 
u E K m , such that 

rfm fm fm 6 _ m u
3
(x)dx + _ m _ m Ix - Ylu(x)u(y)dx dy 

rfm fm fm < 6 _ m V3(x)dx + _ m _ mix - ylv(x)v(y)dx dy, 

(5.3) 

I. Andric and A. Mikelic 702 



                                                                                                                                    

Lemma 5.2: Let t/J be a solution for (3.4). Then t/J is a 
unique solution for (5.3). 

First step: Proof: We first prove that (5.3) has at least one 
solution. Let {un} CKm be a minimizing sequence for (5.3). 
Because of Lemma 5.1, {u~} CKm is also a minimizing se­
quence. Because of Proposition 2.1, we also have 

lIu~IIL'(-m,m) ..;;C, 

lIu~IILI(_m,m) = 1, 

f~ mf~ m Ix - Ylu~(x)u~(YJdx dy 

f
m fiX I 

= 2 Ixlu~(x) u~(y)dy dx..;;C. 
-m -ixi 

(5.4) 

(5.5) 

(5.6) 

Hence there exists a symmetric decreasing Uo E L I( - m,m) 
nL 3( - m,m) and a subsequence of { u~}, again denoted by 
the same symbol {u~}, such that 

u~-uo, weakly in L 2( - m,m). (5.7) 

Let us define a sequence { tP n } by 

f
iX I 

tPn(x) = u~(y)dy. 
-ixi 

(5.8) 

Because of (5.4), (5.5), and (5.8), we conclude that 

IItPn IIH'( _ m,m)";;c. (5.9) 
Hence there exists an even tPo E H I( - m,m) and a subse­
quence of { tP n }, again denoted by the same symbol {tP n }, 
such that 

(5.10) 

tPn-tPO' strongly in L 2( - m,m). 
It is obvious that 

f
ixi 

tPo(x) = uo(y)dy, (a.e.) on [ - m,m]. 
-Ixl 

Because of 1 E L 2( - m,m), it is easy to prove Uo E Km. We 
also have 

lim f~m (u~f(x)dx;;;, f~m u~(xJdx. (5.11) 

Now let us prove the equality 

lim f~ m f: mix - Ylu~(x)u~(YJdx dy 

= f: m f: m Ix - Yluo(x)uo(y)dx dy. 

We have 

If:m f:m Ix - yl [u~(x)u~(y)- uo(x)uo(y)]dx dyl 

703 

= 21 f: m Ix I [ u~(x)tP n (x) - uo(x)tPo(x)] dx 1 

";;2If:m Ixlu~(x)[tPn - tPo](XJdXI 

+ 21 J~ m Ixl(uo - u~)(x)tPo(x)dx 1 

";;211Ixlu~II£2( _ m,m,lltPn - tPOII L2( - m,m) 

+2IJ~mlxltPo(X)(Uo-U~)(X)dxl· 
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(5.12) 

(5.13) 

Becauseof(5.4), (5.5), and IxltPo EL 2( - m,m), (5,13) implies 
(5.12). We can therefore conclude that Uo is a solution for 
(5.3). 

Second step: Let us obtain necessary conditions for (5.3). 
Let Uo be a solution for (5.3). Arguing along the same lines as 
in the proof of Lemma 3.1, we obtain that there exists a 
positive number Am (Lagrange multiplier) such that 

r fm -u~(x)+2 Ix-yluo(y)dY=Am 
2 -m 

on the set { - m..;;x..;;m:uo(x) > 0, (a.e.)}, 

f~m Ix - yIUo(yJdY;;;'A m (5.14) 

on the set ( - m..;;x..;;m:uo(x) = 0, (a.e.)}, 

f~ m uo(yJdy = 1. 

Let {A,t/J } be a solution for (3.4), defined in Sec. II. Be­
cause of m;;;.2, {A,t/J} is also a solution of (5.14). However, 
arguing as in Sec. III, we easily obtain that (5.14) has only 
one solution, {A,c;h}. We therefore may conclude that 
Am = A and Uo = t/J. Hence t/J is a unique solution for (5.3). 

Theorem 5.3: Let {A,c;h } be a solution for (3.4), defined in 
Sec. II. Then t/J is a solution for (2.3) and J (c;h ) = , A. 

Proof: Let u EK and J(u)< + 00. We wish to prove 
J(u);;;.J(t/J). For u E::K, we have u* EK and J(u);;;'J(u*). Be­
cause of Proposition 2.1, we have u* E L InL 3 and 
f R Ixlu*(x)dx < + 00. Let us define a Banach space B by 

B= {ZELlnL3ILllxIlZ(X)ldX<00}. (5.15) 

The norm on B is defined by 

IIzllB = 11(1 + Ixl)Z1l1 + IIz1I3' (5.16) 

J is continuous on B. 
For V E > 0, there is an even UE E B with a compact sup­

port, such that 

(5.17) 

Therefore, for every E> 0, there are even UE E K and m > 2, 
such that supp UE C [ - m,m] 

(5.18) 

Because of Lemma 5.2, we haveJ (u E ) > J (c;h ); hence, we con­
clude that 

J(u);;;.J(u*);;;'J(c;h) - E, 

for every E> O. The function c;h is, therefore, a solution of 
(2.3). Lemma 3.1 implies J(c;h) =~. 

Corollary 5.4: The function c;h is a unique solution for 
(2.3) up to the translation. 

VI. CONCLUSION 

In this paper we have analyzed a one-dimensional sys­
tem of nonrelativistic fermions interacting via confining po­
tential. In the limit where the number of particles N in­
creases, we can introduce the local density as a collective 
variable. In the leading order in N, we obtain the Thomas­
Fermi approximation and the corresponding minimal ener­
gy is 
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Let us note that this result, obtained in the Thomas-Fermi 
approximation, is consistent with the lower boundl4 of the 
Dyson-Lenard type, which holds for the Schrodinger equa­
tion for fermions 

We also want to emphasize that the solution of the fer­
mionic problem has a compact support and is unique. Com­
parison shows that our results for the one-dimensional case 
have the same qualitative properties as those for the solu­
tions of the three-dimensional Thomas-Fermi theory,s.1O in 
spite of the fact that the one-dimensional problem is noncon­
vex. 
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A method to obtain fractional approximations to the Bessel function Jo(x) is reported here. This 
method improves a recently published one principally in that all the parameters are uniquely 
determined by linear equations. Our approximations give fairly good accuracy for all real, positive 
values. The maximum absolute error for the first-degree approximation is about 0.0035, and for 
the fourth-degree one, about 2.8 X 10-6

• 

I. INTRODUCTION 

Recently, a new method for the approximation of wide­
ly used functions in physics was introduced. I This method is 
based on the simultaneous expansion of the function for 
large and small values of the independent variable. This 
method yields good approximations to the Coulomb func­
tion. However, some difficulties appear, since the approxi­
mations depend on one phase parameter B, which cannot be 
obtained from algebraic equations. This parameter must be 
found by trial. 

A different method is presented here, keeping the basic 
idea of simultaneous use of large and small values of the 
independent variable. This latter method gives an excellent, 
though simple, approximation to the Bessel function Jo(x) 
which can prove useful in most areas of physics (e.g., quan­
tum mechanics, electrodynamics, plasma physics, geophys­
ics, etc.) where Jo(x) appears. The method is reminiscent of 
other two-point Pade approximations2 such as the phase­
amplitude method (widely used in nuclear physics3

). 

The method outlined here represents an improvement 
over that developed in earlier papersl

,4.S in that (a) all the 
parameters of the approximation are determined from linear 
equations, (b) these equations and the parameters are real, (c) 
there is no need for finding by trial and error the phase pa­
rameter on which the old method depends, (d) there is a 
substantial improvement in accuracy as we shall show pres­
ently, and (e) fewer parameters are needed. 

II. PROCEDURE 

The differential equation for y = Jo(x) is 

d 2y I dy 
dx2 +-; dx +y=O. 

In this equation it is possible, in principle, to substitute 
the function y by a quotient of two polynomials and, after 
rationalizing, to equate the lowest powers of the resulting 
polynomial. Thus, we could obtain the parameters of the 
approximation in a way similar to the Pade method. By do­
ing so, however, the approximation would fail for large val­
ues of x. In order to obtain approximations for large values of 
x we could use equations arising from equating coefficients 
of the highest powers of the variable x, but then the values of 
the parameters so obtained would tum out to be zero, and no 
additional information would be obtained. To prevent this, 
transformations in the original equation are necessary before 

the polynomial quotient is substituted. The functions exp(ix) 
and X- 1/2 must be factored out of the dependent variable. 
Now, the factor X- 1/2 is singular at x = O. Since we want a 
regular solution at the origin we use the factor (I + X)-1/2 
instead. 

The solution y = Jo(x) to our equation becomes, after 
the transformations, 

Jo(x) = (I + x)-1/2[w(x)exp(ix) + w*(x)exp( - ix)] 

=(1 +x)-1/2[u(x)cosx+v(x)sinx] , 

where w(x)=Uu(x) - iv(x)] and satisfies 

x(1 + X)2W" + (I + x)(2ix2 + 2ix + I)w' 

+ [(l+i)x+(-!+i)]w=O. 

The asymptotic expansion for w(x) can be found and, since 
the leading term gives information about the real and imagi­
nary parts of w(x), we can thus determine the asymptotic 
expansions for u(x) and v(x). The respective ascending series 
for u(x) and v(x) are not known, however, for these functions 
do not satisfy separately the differential equation. Neverthe­
less, it is enough to know the ascending series of 
u(x)cos x + v(x)sin x, as a whole, in order to obtain the coef­
ficients of the fractional approximation. 

In approximating u(x) and v(x) by a polynomial quotient 
we require that the equations which yield the coefficients be 
real and linear to avoid multivaluation and make the calcula­
tions convenient. The simplest approximation (Le., first-de­
gree polynomial) would be 

Jo(x)~(1 + X)-1/2(PO + PIX cos X + Po + PIX sin x), 
1+ qlx I +qlx 

SUbjected to the conditions 

Po + PIX P +p x . 
---"--'--....!.- cos X + 0 I sm X 
I +qlx I +qlx 

~ u(x)cos X + v(x)sin x 
= (I + x) I 12JO(x) 

00 [[11121 (_ I)k ( ! )] 
II~O k~O 22k(kW n _ 2k x", x<l, 

= [~ +Ol(!)]cosx+ [~ +02(!)]sinx, 

x>l, 

where only the first three terms of the ascending series have 
been taken. Explicit expressions for OI(I/X) and 02(I/X) for 
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FIG. 1. The e2"0r of our latest ap­
proximation Jolx) - Jolx) (multi­
plied by ten) compared with the error 
Jo(x) - Jo(x) of the approximation 
obtained by a method recently pub­
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any order n of the approximation have been obtained from 
the differential equation. 

However, for the present case n = 1 only the leading 

terms 1/,[ii are needed. 
The above conditions fix the values of ql' Po, PI' Po, and 

PI' so that we finally get 

JO(X)~(I+X)-1/2[ (8-4/ii)+x cosx 
(8 - 4/ii) + ,[iix 

+ (3 - ,[ii) + x . ] 
-:...---.-..:~.....:....-- sm x . 
(8 - 4/ii) + ,[iix 

This approximation, even if evaluated to only three signifi­
cant figures, 

io(x)=(1 +X)-1/2(l.(X) + 1.10x cos x 
1 + 1.95x 

+ 1.35 + l.lOx. ) --'----- sm x , 
1 + 1.95x 

gives a maximum error 

.:1jo(x)==io(x) - Jo(x) , 

TABLE I. Comparison between the zeros of the exact function Jo(x) and 
those of our latest first-order approximation jo(x). 

Relative error 
Zeros Jo(x) Zerosio(x) (percent) 

2.4048 2.4020 0.12 
5.5201 5.5219 0.033 
8.6537 8.6557 0.024 

11.7915 11. 7933 0.016 
14.9309 14.9325 0.011 
18.0711 18.0725 0.0076 
21.2116 21.2129 0.0061 
24.3525 24.3536 0.0045 
27.4935 27.4945 0.0037 
30.6346 30.6355 0.0031 
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-0.25 

-0.50 

-0.75 

-1.00 

of 3.5 X 10-3 at x = 3.7, which represents a maximum rela­
tive error of 8.8 X 10-3

• The first 10 zeros of the exact func­
tionJo(x) and those ofjo(x) are listed in Table I together with 
their percent relative error. 

Higher-order approximations have also been obtained. 
For n = 4 the maximum error occurs at x = 2.4 and is less 
than 2.8 X 10-6

• Details of higher-order approximations to 
Bessel functions of integer order will be given in a subsequent 
paper. 

A regular-size plot of Jo(x) together with jo(x) shows no 
difference between these functions. Hence, we present in Fig. 
1 the plot of 10 times the difference .:1jo(x) together with the 
exact function Jo(x) for easy reference. In Fig. 1 we also 
show, for comparison purposes, .:1Jo(x), which is the differ­
ence Jo(x) - Jo(x), where 

Jo(x) = (1 + X)-1/2 exp (ix) 

X [
(0.0162 - 0.226;) + (0.282 - 0.282;)x] 

(0.156 - 0.404;) + x 
+c.c. 

is the approximation to Jo(x) obtained by the earlier method 
referred to at the beginning ofthis article [i.e., by that meth­
od (which is being pUblished) applied to the Coulomb func­
tionl

•
6
]. The figure shows that the maximum error of the 

approximation obtained by our new method is about 30 
times lower than that of the approximation J ;(x) obtained 
by the other one. Thus, the method we outline here is not 
only more accurate, but in addition no phase finding is need­
ed. 

Finally, we wish to stress the advantages of using a sim­
ple fractional approximation to Jo(x) like ours. Although it is 
true that the convergence radius of Jo(x) is infinite and any 
required accuracy may be obtained by use of the potential 
series taking a suffiCiently large number of terms, this proce­
dure could become fairly cumbersome if good accuracy is 
required for large x. Moreover, it is often found in physics 
that Jo(x) appears under the integral sign frequently com-
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bined with other functions. Use ofthe potential series in this 
case may alter the region of convergence. Our approxima­
tion is an explicit and simple expression easy to handle in a 
variety of applications. 

IE. Chalbaud and P. Martin, J. Math. Phys. 24, 1268 (1984). 
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poned until now due to the continual improvements of the method which 
finally led to jo(x). 
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We investigate the validity of the weak -Painleve property as an integrability criterion. We present 
an example of a time-dependent Hamiltonian system which possesses a weak-Painleve type 
expansion, while presenting a chaotic behavior. However, this system presents also critical fixed 
singularities. The importance of the latter, as far as integrability is concerned, is discussed here. 

I. INTRODUCTION 

The singularity analysis has been resurrected in the past 
few years as an integrability criterion. Introduced a century 
ago, this method, usually associated to the name of Painle­
ve, l has been initially used in order to investigate integra­
bility of nonlinear first- and second-order ordinary differen­
tial equations (ODE's). The recent use of this method 
concerned the integrability of nonlinear partial differential 
equations (PDE's).2 However, as the original formulation of 
the Ablowitz-Ramani-Segur (ARS) conjecture dealt with 
ODE reductions of the POE's, it was most natural to use this 
singularity analysis as a tool for the investigation ofthe inte­
grability of dynamical systems described by ODE's. In that 
context, the most natural extension of the ARS conjecture 
would read like this: "A system of coupled nonlinear ODE's 
is integrable whenever it possesses the Painleve property, 
i.e., the only movable singularities of the solutions in the 
complex t plane are poles." Several works have been devoted 
to the study of dynamical systems using the Painleve proper­
ty.3,4,5,6,7 New integrable systems have thus been discovered 
and confirmed the particular usefulness of the Painleve crite­
rion. Whenever a system exhibits the Painleve property it is 
integrable (although the precise meaning of integrability 
must be specified). 

The reciprocal proposition seems less well-established. 
Starting from trivial examples, (e.g., Hamiltonian systems in 
one dimension), one can convince oneself that integrability 
can sometimes exist independently of a "nice" singularity 
structure. During the course of our investigations, we have 
discovered that some systems possess a particular intermedi­
ate status. 8 

They are integrable and, although they do not possess 
the full Pain1eve property, they exhibit a simple singularity 
expansion in powers of(t - to)lIr, with r an integer. We have 
called this property "weak -Painleve." Several integrable sys­
tems have been discovered ranging from the initial 2-D 
Hamiltonians to N-dimensional systems9 and even PDE's.lO 

However, recent findings, by one of us 11 make manda­
tory the examination of the weak-Painleve property as inte­
grability criterion. Namely the question we address our­
selves to in this paper is whether the weak-Painleve property 
is always sufficient for integrability. 

II. PAINLEVE AND WEAK-PAINLEVE PROPERTIES 
ASSOCIATED TO INTEGRABILITY 

In our initial work,8,12,13 we have concentrated on au­
tonomous systems (in fact, two-dimensional time-indepen­
dent Hamiltonian systems). These systems present only mo­
vable singularities, and no fixed ones. For these systems, we 
believe that the weak Painleve property suffices for integra­
bility (although it is not always necessary). 14 When we tum 
now to time-dependent systems, two situations can arise: 
Either the fixed singularities are "nice," or they are not. The 
latter case is far from being an abstract one. 

Consider the very simple case of the Riccati equation 

x=x2 +/(t). (1) 

The movable singularities of this equation are pure poles. 
However, if/It ) has singularities at finite values tj of t, x has 
fixed singularities at these values, these singularities depend­
ing on the behavior of/near t j • One can easily choose/in 
order that these singularities be critical (i.e., not poles). It is 

. enough for/to have double poles: 

Itt) = a/t 2
, 

a not of the form n(n - 1) with n integer. 
However, whatever/is, this equation can be reduced to 

the second-order linear equation 

y=/(t)y, 

by x =y/y. 

(2) 

This equation is considered integrable because it is lin­
ear, independent of what the singularities of/are. In general, 
one cannot express y explicitly (except for very special 
choices off), even if/ has no singularities at finite tj 's, but still 
this is considered as an integrable case. 

In fact, linearization can even accommodate critical 
singularities which are movable in some sense. Consider a 
time-independent system where one integration is explicitly 
possible. This reduces the original system to a new one with 
one less degree of freedom and a possible explicit time depen­
dence. 

In an earlier paper,15 we have presented such a system 
starting from 

x = _x2 + axy + ax +Py + A., 
y = - y2 + bxy + yx + 8y + fl. 

(3) 
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We are interested in a = 0, {3 = O. 
In this case the first equation for x separates: 

x= -x2 +ax+A. (4) 

It is of Riccati type and, of course, it has the full Painleve 
property. I 

Integrating it, we obtain 

x(t) = (r
l 
+ er2el', - ',)1 )/(1 + eel', - ,,)/), 

with r l , r 2 solutions of r - ar - A = O. 
Choosing a solution for x, we can write the second equa­

tion as 

y = - y2 + (bx(t) + 8)y + (rx(t) +JL). (5) 

This equation is again a Riccati for y and its movable singu­
larities at given x are poles. However, the Riccati for y could 
a priori have a "fixed" singularity which is worse than a pole. 
But this "fixed" singularity is really a movable singularity of 
the original system (3) because the pole of x is movable. 

In Ref. 15, we have presented a detailed analysis of the 
conditions for the system (3) to possess the Painleve proper­
ty. However, what is clear from what we said above is that 
this is by no means essential for integrability: the two Riccati 
equations can be integrated in cascade, through the usual 
local linearization procedure one applies to the Riccati equa­
tions. So here we see a case where critical singularities that 
are fixed or even movable in the original system (although 
fixed in the reduced onel do not hinder integrability. 

As a matter of fact, we do not know of any case of sys­
tems of nonlinear ODE's which possesses fixed critical sin­
gularities and is integrable otherwise than through a lineari­
zation. 

Again let us recall that, according to the currently ac­
cepted definition of integrability, a linear ODE with variable 
coefficients is considered as integrable even if it presents 
critical fixed singularities. However, this does not necessar­
ily mean that fixed critical singularities are not revelant for 
integrability. They may well be acceptable only whenever 
the system is linearizable. 

In a recent work, II one of us has investigated the singu­
larity structure of one-degree-of-freedom nonautonomous 
systems. One-degree-of-freedom, Hamiltonian, time-depen­
dent systems fall in the class examined in detail by Painleve 
and Gambier. There, the full-Painleve property leads to inte­
grability (although, sometimes at the expense of introducing 
new transcendents). 

How about the weak Painleve? The study of a system 
due to Sitnikovl6 has revealed that the weak-Painleve prop­
erty does not preclude chaotic behavior of the system. The 
equations of motion of the Sitnikov case are 

Z = - z/[r + !(1 - E cos 2t fp/2. (6) 

The singularity expansion of z can be written as (T = t - to) 

z=zo + f ak~/s, 
k=4 

(7) 

withzo = ± (i/2)(1 - E cos 2to), to free, and a6 free (associat­
ed to the two resonances - 1 and 6). A calculation of the first 
terms of the series yields 

a4 = (625/128 zo)1IS, as = ± iE sin 2to, a7 = O. 
The above analysis concerns the movable singularities of (6). 
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We tum now to the fixed singularities. 
It is clear that z in (6) can have a singular behavior 

whenever 

ECOS 2to = 1. 

Expanding 1 - E cos 2to around to, we obtain 

(1 - E cos 2t )2 = 4 Br + ... , 
withB =c-1. 

The leading behavior is, in this case, 

z = {3r/3, 

with{33 =~. 

(8) 

Looking for the resonances we find them at - 2 and i. 
The compatibility condition at ~ is not satisfied. Thus, a loga­
rithmic term enters the expansion at n =~. However, this 
critical singularity is fixed since to is not free but given by (8). 

III. CONCLUSION 

So we are in the presence of an equation of motion (one 
dimensional, Hamiltonian, nonautonomous) which has a 
weak-Painleve expansion around a movable singularity and 
which possesses a fixed critical singularity. Moreover, the 
solutions of this equation are known to exhibit chaotic be­
havior which makes them incompatible with integrability. 

This could mean one of the two following things: Either 
allowing fractional powers is too weak a criterion in order to 
ensure integrability, or fixed singularities must also be taken 
into account. Our findings do not allow us to draw a clear 
conclusion at this stage. We can remark however that the 
predictive power of the weak-Painleve property for time­
independent systems (where fixed singularities do not arise) 
has been well established to date. On the other hand, up to 
second order, the full Painleve property, i.e., movable poles 
only, does ensure integrability even in the presence of fixed 
critical singularities (e.g., Riccati), but then integrability is 
obtained through linearization. For higher order, however, 
it has not been proved yet that movable poles lead to integra­
bility in the presence of fixed critical singularities. 

It might tum out that even fixed critical singularities 
are not compatible with integrability for higher-order equa­
tions. One must acknowledge, at this point, Painleve's pow­
erful intuition. In his initial projectl7 (always motivated by 
integrability), he was interested in equations with no critical 
singularities at all, although he devoted the major part of his 
work to equations with just no movable critical singularities. 
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The elasticity theory of curved membranes is developed using geometrical methods. The strain 
tensor is shown to be the Lie derivative of the metric tensor with respect to a flow. This 
formulation is coordinate-free, and can be expressed in any convenient coordinate system. A 
useful fixed coordinate system for the neighborhood of any given membrane surface is 
constructed. The formalism is used to expand the curvature free energy of a membrane about its 
minimum and to find the induced flow which minimizes shear dissipation in a curved membrane 
when the membrane is deformed at constant density. The shear free energy is expanded about its 
minimum for deformations of the shape at constant density. The curvature free energy is 
explicitly expanded about its minimum for shape changes of a closed membrane which conserve 
area and interior volume. 

I. INTRODUCTION 

The use of geometrical methods in theoretical contin­
uum mechanics is now well established. 1,2 The utility of such 
methods is perhaps nowhere so immediate as in the elasticity 
theory of (curved) membranes, for in this case one is neces­
sarily confronted with geometrical complexity right from 
the start. In practice, however, experiments on real mem­
branes have been interpreted in terms of geometrically over­
simplified models. One of the most interesting experiments 
on the red blood cell membrane, that of Lennon and Bro­
chard on the Brownian shape fluctuations of red blood cells, 
has been interpreted by modeling the red blood cell as two 
infinite plane parallel membranes, separated by the approxi­
mate thickness of the cell.3 Other experiments on mem­
branes4,s have made similarly drastic simplifying assump­
tions about the geometry of the membrane. The picture 
which emerges is not consistent: estimates of the bending 
modulus of biological membranes in the references cited 
above differ from each other by more than an order of mag­
nitude. 

The theoretical uncertainty about analyses of existing 
experiments can be removed completely. Modem geometri­
cal methods lend themselves very well to real computations. 
The methods described in this paper are intended to bridge 
the gap which presently exists between theory and experi­
ment in membrane mechanics. The motivation was the 
above-mentioned puzzle about biological membranes, but 
the methods and results are considerably more general. They 
have already led to exact infinitesimal stability results for the 
red blood cell shape6 and exact results for Brownian shape 
fluctuations of red cells.7 

The basic idea is to formulate elasticity theory in coor­
dinate-free form, and then to choose coordinates adapted to 
the problem at hand to simplify actual computations-a fa­
miliar strategy, of course. Our basic coordinate-free tools 
will be the calculus of variations and the Lie derivative. An 
example of a coordinate-free statement in elasticity theory is 
that the Lie derivative of the Euclidean metric is twice the 
strain. 1.2.8 This beautiful and useful result, rederived in Sec. 
II, is perhaps not as well known as it should be. In Sec. III a 
very advantageous coordinate system for membrane prob­
lems is described. It is a natural choice and has been used 

extensively in shell theory,9 but is characterized here for 
completeness. In Sec. IV familiar results of membrane the­
ory are shown to follow immediately from the results ofSecs. 
II and III. In Sec. V a new result is obtained, the expansion of 
the Helfrich curvature free-energyl0 about a reference con­
figuration. In Sec. VI a similar result is obtained for the 
membrane shear free-energy. In Sec. VII these free-energy 
expansions are restricted to the case of deformations which 
preserve the volume and surface area of a cell. (This last is 
really the case of interest in, say, Brownian shape fluctu­
ations of red blood cells.) 

II. STRAIN AS A LIE DERIVATIVE 

Let a vector field X in R3
, given in local coordinates by 

. a 
X=a'(x)-., (1) 

ax' 
generate a flow 

(2) 

defined by the solution to the ordinary differential equations 

dxi 
. ds" = a'(x), (3) 

with initial condition Xi = Xi(O). Let g be the usual Euclidean 
metric on R3. 'Then the first-order strain U associated with 
the flow of X is just 

U=!Lxg, (4) 

where Lx is the Lie derivative11 with respect toX. To prove 
Eq. (4), evaluate in Cartesian coordinates: 

2~k = 2U(~,~) = (Lx g) (~,~) 
ax' axk axl axk 

=Xg( ~'a~k) +g( [~.x la~k) 

+g(:x1'[ a~k,x]) 
_ aai aai _ aaj aak 
- gji axk + gki axl - axk + axl' (5) 

in agreement with, say, Landau and Lifschitz.12 Of course, 
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Eq. (4) is coordinate-free, which is its main advantage for this 
paper. 

If M, representing a membrane, is a two-dimensional 
surface smoothly embedded in R3 

(6) 

and we now imagine M to be carried along with the flow 
generated by X, then the first-order metric strain U M in Mis 
just the restriction of U to M, namely, 

UM =j*U. (7) 
Higher order strains can be handled in the same way, by 
going to higher order in the Lie-Taylor series for the metric 
tensor, but this is unnecessary for statics, linear hydrodyna­
mics, or infinitesimal stability studies. 

III. ADAPTED COORDINATES 

Since Eqs. (4) and (7) for the strain induced in a mem­
brane by the flow X are coordinate-free, one can evaluate 
them in coordinates especially chosen to simplify computa­
tions (and exposition). This section introduces a fixed coordi­
nate system with advantages for membrane problems, which 
will then be used, where necessary, in the remaining sections 
of the paper. LetPbe a point of M. A coordinate system (Xl, 

X2, x 3
) will be called "adapted at PEM" if it has the following 

properties: (1) it is defined in some three-dimensional neigh­
borhood UCR3 0fPEMCR3

; (2) MnUis the locus Xl = 0; (3) 
the Euclidean metric takes the formg = diag(1,g22,g33)in U; 
(4) at P we have g22 = g33 = 1 and g22.2 = g33.3 = 0; and (5) 
the level curves x 2 = const and x 3 = const in MnU have as 
tangents the principal curvature directions of M. 

Let C2 and C3 denote the principal curvatures at PEM. If 
C2 = C3, P is called an umbilic. 

Theorem: If PEM is not an umbilic, then there exists a 
coordinate system adapted to Mat P. 

The proof is given in Appendix A. 
Theorem: If PEM is an umbilic, and if an entire neigh­

borhood of PEM consists ofumbilic points, then there exists 
a coordinate system adapted to Mat P. 

Proof' By a theorem of Hilbert, 13 a surface which con­
sists entirely of umbilic points is either (1) spherical or (2) 
planar. In the first case, spherical polar coordinates with 
Xl = rand P coordinatized as a point on the equator of the 
unit sphere are adapted at PEM. In the second case, Carte­
sian coordinates are adapted. 

If P is an umbilic, but every neighborhood of PEM con­
tains nonumbilic points, there may not exist a coordinate 
system adapted at PEM. The existence theorems above, 
though, are sufficient for the purposes of this paper. The 
result of any computation in adapted coordinates can be ex­
tended to the umbilic points by continuity. All results will 
have a coordinate-free significance and will be given a coor­
dinate-free expression (valid also at the umbilics). The umbi­
lic points are, in short, coordinate singularities of the coordi­
nate system we choose to work in, but they are in no sense 
physical singularities. 

If membrane hydrodynamics involved only the intrin­
sic geometry of M, the simplest coordinate system to use on 
M in a neighborhood of P would be a geodesic coordinate 
system. All Christoffel symbols would vanish at P. Adapted 

712 J. Math. Phys .• Vol. 26. No.4. April 1985 

coordinates simplify the discussion of extrinsic geometry­
the way M is embedded in R3. The price paid for this is a 
slightly more complicated description of the intrinsic geom­
etry. In adapted coordinates the following Christoffel sym­
bols are, as a rule, nonzero at P: 

{;3} = {3~} = +g22 g22.3' 

{3
2
3} = - ~ g22 g33.2' 

{:2} = {;3} = ~ ~3 g33.2' 

{;2} = - ~ ~3 g22.3· 

IV. DILATION AND SHEAR OF MEMBRANES 

A. Tangential motion 

(8) 

Take coordinates adapted at PEM and consider a flow 
generated by a vector field X, which moves the material of 
the membrane Mbut leaves the external shape of M fixed. In 
a neighborhood of P, then, X has the form 

a . a 
X = u2(x) -2 + u3(x) -3' (9) ax ax 

What happens off the membrane is irrelevant to the mem­
brane strain, so impose the additional condition 

au2 au3 -=-=0. (10) axl axl 
The more compact notation U

2
•1 = U

3
•1 = 0 will also be 

used. In fact one may now drop all reference to the coordi­
nate Xl. All expressions in this section refer to the intrinsic 
two-dimensional geometry of M. Index sums go over the 
values 2 and 3 only. 

Let g be the restriction of the Euclidean metric g to the 
surface M, also called the first fundamental form of the sur­
face. By choice of coordinates, g = diag( g22,g33)' Then, by 
the arguments of Sec. II, the symmetric tensor 

U=!Lxg (11) 

is just the first-order strain associated with X. A computa­
tion in adapted coordinates verifies this: 

Uij =! (u iJ + uj;i)' (12) 

where the semicolon denotes the covariant derivative using 
the metric connection on M. [See Eq. (8).] 

It is natural to break U into a trace, which measures 
dilation strain, and a traceless part, shear strain. One finds, 
not surprisingly, 

Tr U =tj Uij = Ui;i = div u, 

Sij = Uij -! (Tr U)gij' 

(13) 

(14) 

as dilation and shear strain, respectively, for purely tangen­
tial motions. 

B. Normal motion 

Now consider motion normal to the membrane. In par­
ticular, consider the vector field 
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(15) 

which is normal to M. The flow generated by X carries M 
into a new surface M', and in fact any small shape deforma­
tion of M may be represented this way. (Tangential flows 
may redistribute the material within the shape, but such 
flows do not contribute to a change of shape. For the mo­
ment consider this purely normal flow.) 

As the flow along X proceeds from parameter value 
s = 0 tos = 1 [see Eq. (2)], the points of the membrane move 
according to 

(0,x2 ,x3~(n(x2 ,x3),x2 ,x3), (16) 

and the Euclidean metric components at the location of the 
membrane change according to 

diag(1,g22,g33)--Kiiag(I,g22 + 2nc2g22 + n2c/ g22' 

g33 + 2nc3 g33 + n2c3
2 g33)' (17) 

where C2 and C3 are the principal curvatures on M. This result 
is derived in Appendix A. 

One half the Lie derivative of the metric with respect to 
X gives, as always, the first-order metric strains associated 
with the flow. In particular, restricting the strain tensor to 
the membrane Xl = 0 gives the strains in the membrane in 
case the material really does follow this flow. One finds in 
this way the strain induced by the flow ofEq. (15) 

U =! 2" x g Ixl =0 = nC, (18) 

where C22 = C2 g22' C33 = C3 g33' C32 = C23 = 0, in adapted 
coordinates. (C is the second fundamental form of the sur­
face.) 

In particular, there is dilation strain 

Tr(nC) = n~j Cij = n(cz + c3) = 2nH, (19) 

where H = (c2 + c3 )12 is the mean curvature, and shear 
strain 

S=nC-nHg. (20) 

c. General motion 

The general first-order dilation strain and shear strain is 
the superposition ofEq. (13) for tangential flow and Eq. (19) 
for normal flow (by linearity of the Lie derivative) 

TrW) = div U + 2nH, (21) 

Sij = ~ (u j ;; + Uj;j) - ! (div u) gij + n(Cij - H gij)' (22) 

These are standard results of membrane theory. 

D. Free energies 

Associated to the metric strains is a free energy density 
F and a dissipation function D. The assumption of linear 
hydrodynamics is that, with respect to an equilibrium state 
which is not strained, one has 

F -IA ijkl U U 
- 2 ij kl' (23) 

"kl D= !BlJ Vij Vkl , (24) 

where Vij has the same form as Uij but with displacements 
UjJ n replaced by their time derivatives Vj = Uj , n. The coeffi­
cient tensors A and B have the symmetries implied by Eq. 
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(23). In an isotropic material, standard phenomenology re­
duces Eqs. (23) and (24) to 

F= ~ u(div U + 2nH)2 +!Il Sij Sij' (25) 

D = !p(div v + 2nH)2 +! TJ Sij Sij' (26) 

where u is the surface tension, Il is the shear modulus, p is the 
dilation viscosity, and TJ is the shear viscosity. 

In addition to dilation and shear free energies, there is 
still another membrane free energy, namely the free energy 
of bending. There exists a widely accepted expression for this 
free energy, first given by Helfrich,lo but what one really 
needs in many applications is its expansion to second-order 
around an equilibrium configuration. [This would cast it in 
the same form as Eq. (23).] That expansion is carried out in 
the next section, where Lie derivatives and adapted coordi­
nates play an essential role in the derivation. 

v. BENDING FREE ENERGY 

It has been pointed out by Helfrich 10 that the most gen· 
eral bending free energy density of degree 2 or less in the 
principal curvatures for a homogeneous, isotropic mem­
brane is, up to a divergence, 

(27) 

where ke is the bending modulus, H is the mean curvature, 
and Co is a constant (tending to bias the mean curvature). In 
what follows, Co could actually be an arbitrary function. 

For hydrodynamics, one wishes to know the variation 
of Fe with respect to a displacement of the membrane away 
from the equilibrium shape, or, what is equivalent, the vari­
ation of H with respect to the flow X of Eq. (15). To handle 
the general case of an equilibrium configuration which, be­
cause of constraints, does not satisfy 2 H =co' one needs both 
the first and second variations. 

This problem, in tum, reduces to finding (to second or­
der in n) the mean curvature H' of the surface M', described 
after Eq. (15). The simplest way to do that is to find the 
dilation strain on M' associated to a flow generated by the 
unit normal of M'. That strain would be 2 H', according to 
Eq. (19). 

A unit vector field normal to M I (through second order 
in n) is, from Eqs. (16) and (17), 

(28) 

where 

a = 1 - ! (g22 n.2 n.2 + g33 n.3 n.3), 

b = _...22 n (1 - 2x lc ) 15.2 2 , (29) 

C = - g33 n,3(1 - 2xlc3). 

Suitable tangent vector fields to the surface M', on 
which to evaluate the strain tensor, are 

T- a an a 
2 - ax2 + ax2 axl' 

(30) 
a an a 

T3=-+--' 
ax3 ax3 axl 

A straightforward computation in adapted coordinates then 
yields (see Appendix B) 
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H'=Ho+HI +H2' 

where 

2Ho = 2H = C2 +c3, 

2HI = - V2n - (c/ + c/)n, 
3 3 2 ij 2H2 = (c2 + c3 )n + 2C nn,iJ 

+ (Cij - H ij)n,i nj + 2(Cij - H ij);innj' 

(31) 

(32) 

(33) 

(34) 

Here, V2 is the Laplace-Beltrami operator on M. It is also 
useful to know the area element on M' to second order in n: 

~detg~(I + n(c2 + c3) + ~IVnI2 + c2c3n
2). (35) 

Putting in the above expansions and collecting terms, 
one finds the Helfrich curvature free energy to second order 
in n is 

.'7c = ; J [Fo + FI + F2]~detg dA, 

where 

(36) 

and 

Fo = (2H - CO)2, 

2 2·· 2 
F2=(Vn) +A~n,inj+B2n, 

A I = - 2(2 H - co), 

(37) 

(38) 

(39) 

(40) 

BI = - (C2 - C3)2(C2 + c3) - 4<:0 C2 C3 + C0
2(C2 + c3), 

(41) 

A ~ = - 2(2 H - co)(C ij - H jj) 

+ i
j 
[ - ~(C2 2 + C3

2) + c2 c3 - co(c2 + c3) + ~ co2] , 

(42) 

+ V2(C2
2 + C3

2) + 2[(Cij - H i j)(2 H - CO),i ]J' 

(43) 

The corresponding dissipation function would have the 
same form, with n replaced by n. 

VI. SHEAR FREE ENERGY AND SHEAR FLOW 

In a general distortion of a membrane, one may expect 
the various free energy terms to fall into a hierarchy, with 
(dilation energy»(shear energy»(bending energy). This 
seems to be true, at least, for red blood cell membranes. 14 It 
may happen, however, that some of these terms are in fact 
absent. A distortion at constant density has no dilation ener­
gy, and if the shear modulus is zero (fluid membrane) there is 
no shear energy, so that the bending energy becomes the 
dominant term. 

It was pointed out in Eqs. (19) and (20) that, without an 
induced tangential flow in the membrane, bending implies 
both dilation and shear. In actuality, because of the above­
mentioned hierarchy of energies, membrane material will 
move to keep the density constant and minimize shear ener­
gy. In a fluid membrane, the material will move to keep the 
density constant and minimize entropy production in the 
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shear dissipation function, which is formally the same prob­
lem. 

In either case, associated to a bending distortion 

a 
X=n- (44) ax l

' 

which does not change the area, we seek an induced flow 

(45) 

such that if S is the membrane shear strain associated with 
X + Y, then 

8 J Sij Sij .jgdA = 0, (46) 

subject to the constraint 

div Y + 2nH = O. (47) 

Introduce the one-form v by 

v = V2 dx2 + V3 dx\ (48) 

where Vi = gij vi. This one-form can always be represented in 
terms of scalars a and P as 

v = da + • d p, (49) 

where. is the Hodge star operator. In fact, 

div v = • d .V = V2a, 

curl v = • dv = V2p, 

(50) 

(51) 

so that a andp are essentially determined by div v and curl v, 
respectively. 

Assume for simplicity that M has no boundary, or that 
v = 0 on the boundary. Then a is determined up to an irrele­
vant constant by the constraint Eq. (47) 

V2a = - 2nH. (52) 

The integrability condition f nH.jg dA = 0 is satisfied be­
cause, by assumption the total surface area is constant. 

The constraint on a is incorporated into the variational 
problem Eq. (46) by varyingp only. The coordinate form of 
Eq. (49) is 

Vi = a,i + ei j Pj' (53) 

where eij is the fully antisymmetric tensor 

eij = ~ det g Eij' (54) 

and EJ2 = - E21 = 1, E22 = Ell = O. Varying pin Eq. (46) 
leads to 

·k i1_ ( ) Sij;k;1 g' e - 0, 55 
a fourth-order partial differential equation for p. 

This equation can be made more explicit using standard 
results oftensor analysis in two dimensions, in particular, 

ga{3;y = 0, 

eaP;y = 0, 

A a;p;y - A a;r.p = R a ljpy A lj, 

RaPylj = C2 c3( galj gpy - gay gPlj)' 

The resulting equation for P is 
4 - .. 

V f3 + 2(C2 C3 P,i)J g'"l + 2a,i(C2 c3)je!l 

+ [n(Cij - H gij)];i;k e/ = O. 
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The corresponding homogeneous equation for {3 has nontri­
vial solutions if M is invariant under a rigid motion, like 
rotation about a symmetry axis. To this extent the solution to 
Eq. (57) is not unique. 

It is noteworthy that the induced vorticity V2{3 is not 
zero as a rule. Equations (52) and (57) together constitute an 
explicit equation for it. Thus, membrane vorticity and shape 
change are coupled. 

The functions a and {3, and the displacement v, which 
they define by Eq. (53), might arise in two different ways. The 
displacement v is, in one view, the tangential flow induced by 
the shape change n [Eq. (44)] which conserves area and mini­
mizes shear dissipation in a fluid membrane. In a different 
interpretation, the same flow minimizes the increase in the 
shear free energy of a solid membrane under the area-pre­
serving shape change [Eq. (44)], keeping the density fixed. 
Evaluating the shear free energy [Eq. (25)] for this choice of 
tangential displacement represents the free energy of a solid 
incompressible membrane as a quadratic form in n. This 
quadratic form, representing the shear free energy of an in­
compressible membrane, must be left implicit, since it re­
quires the solution ofEqs. (52) and (57). By contrast, one can 
write the curvature free energy [Eq. (27)] as an explicit qua­
dratic form in n, as in Eqs. (36)-(43). 

VII. CONSTRAINTS: CONSTANT VOLUME AND 
SURFACE AREA 

Consider membranes which bound a finite volume­
topological spheres, for example. One may well be interested 
only in motions which preserve the total area and interior 
volume of the membrane. The purely tangential flows de­
scribed in Sec. III A certainly satisfy this constraint. The 
normal flow of Sec. III B does not satisfy the constraint un­
less one puts additional conditions on the function n(x2, x 3

) 

in Eq. (15). In this section we find the consequences of this 
constraint for the expansion of the Helfrich curvature free 
energy and the shear free energy. If one thinks of these ex­
pansions as quadratic forms in n, then what we are finding in 
this section is the restriction of the quadratic form to the 
subspace (really a Banach submanifold) which satisfies the 
global constraint. 

The idea is familiar from perturbation theory: represent 
the normal deformation n(x2, x 3

) as 
n = n l + n2, (58) 

where n l is such as to leave the volume and surface area 
unchanged to first orderin n l, and where n2 = &(nI2) is cho­
sen to enforce the constraint also to second order. Thus the 
deformation can be parametrized by n I' but in the expansion 
of free energies there are quadratic terms not only from the 
second order in n 1 but also from first order in n2' In the 
absence of the constraint, the latter terms would not be nec­
essary. 

715 

The changes in volume and surface area are 

t5V= J n1JidA + [J n2JidA + J n/HJidA ]. 

(59) 
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(60) 

where K is the. Gauss curvature. In order for the volume and 
surface area to be constant to second order in n l , require 

0= f n1JidA = f nIHJidA, 

and take 

n2 =a +bH, 

where 

a = [ - (H2) (nI 2H) +! (H) (!IVn I 1
2 + n 1

2K) ]IS, 

(61) 

(62) 

(63) 

b= [(H) (n I
2H) -! QIVn I 1

2+n I
2K)]lS, (64) 

andS = (H 2) - (H)2. In the above expressions ( ) means 
average over the surface. 

Substituting n of the form ofEq. (58), where n l and n2 

obeyEqs. (61)-(64), intoEqs. (36)-(43) gives the Helfrich cur­
vature free energy as a quadratic form in nl for constrained 
motions about equilibrium, and similarly for the shear free 
energy. The expansion of the Helfrich curvature free energy 
for constrained motion about an extremum is 

Fc= ~ kc fM [(V2nl)2+Ail n,i n j +Bn I2J JidA, 

(65) 

where 

A ij = - 2(2H - co)(Cii - Hij
) 

+ i j 
[ - 6H 2 + 4K - 2coH - (Q - R (H»)/4S ], 

(66) 

B = 16H4 
- 20H 2K + 4K2 

+ 2V2(2H2 -K) + 4[(Cij -ij)H,i J;j 
+ Q(H)H - K /2)/S + R (H2)H - (H)K /2)/S. 

(67) 

Here 

Q = (4IVH 12 - SH 4 + 4HK(2H - co), (6S) 

R = (SH 3 
- 4K(2H - co), (69) 

S = (H2) - (H )2, (70) 

H = (C2 + c3)/2, (71) 

K = C2 c3• (72) 

A numerical check of this expression has been carried 
out in the course of a stability study of the red blood cell 
shape.6 The basis of the check is that there are motions which 
preserve area and volume but do not affect the curvature 
free-energy at all, namely rigid translations and rotations in 
R3. These motions should emerge from a numerical analysis 
as null vectors of the quadratic form [Eq. (65)], and they do, 
to an accuracy of many figures. See Ref. 6 for details. 

APPENDIX A: EXISTENCE OF ADAPTED 
COORDINATES NEAR A NONUMBILIC POINT 

At each point of M imagine a short line segment normal 
to M. Let the Xl coordinate of any point near Mbe its Euclid-
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ean distance from M measured along this line (positive on 
one side and negative on the other). Clearly M itself will be 
the locus Xl = O. Since M is smoothly embedded, its princi­
pal curvatures are bounded and this construction is valid for 
Ixl l sufficiently small. 

Let Ybe a vector field on UnM tangent to the principal 
curvature direction of the smaller principal curvature, and Z 
a vector field on UnM tangent to the principal curvature 
direction of the larger principal curvature. (We assume UnM 
is small enough to contain no umbilic points, so that smaller 
and larger are unambiguous.) Their solution curves are ev­
erywhere orthogonal in UnM. Let x2 be any continuous 
monotonic labeling of the solution curves of Y, and x 3 any 
continuous monotonic labeling of the solution curves of Z. 
Then x2 and x 3 are a coordinate system in UnM. By coordi­
nate changes of the form X2_X2(X2), X3_ X3(X3) it is possible 
to make g22 = g33 = I and g22,2 = g33,3 = 0 at P. Since these 
are just different monotonic labels, assume x2 and x 3 were 
chosen that way to begin with. 

Extend x2 and x3 to the whole of Uby taking them to be 
constant along the normal line segments parameterized by 
Xl. 

Computation of the Euclidean metric components in 
these coordinates now completes the proof, since every con­
dition is seen to be satisfied except (3). In fact, the metric does 
have the required form g = diag(I,g22,g33) at points in M 
CR3. Take any point QEUnM and assume, without loss of 
generality, that its coordinates are (0,0,0). Let y be coordi­
nates in the tangent space to R3 at Q such that 

.( a ) . y' ax! = /)j, 

and identify that tangent space with R3 in such a way that Q 
is the origin for the y coordinates. One has 

g( ~,~) = [diag(I,g22,g33)]ij 
ay' ay' 

everywhere in U. A Taylor expansion of the y coordinates 
around x 2 = x 3 = 0 gives, to first order in x 2

, x 3
, 

yl ~ xl, 

y2 ~ x 2(1 + czX1), 

y3 ~ x 3(1 + C3XI), 

where C2, C3 are the principal curvatures at Q. The Jacobian 
matrix of this approximate coordinate transformation at 
x 2 = x 3 = 0 is actually exact, since the terms omitted were 
second-order. Using it to find the components of g in the x 
coordinates at points over Q gives 

g(~,~) = [diag(1,g22*,g33*)]ij' 
ax' ax' 

where 

g22* =g22(1 +CzXl)2, 

g33* = g33(1 + C3Xl f 
Since there is nothing special about the point Q, the 

result must hold generally in U. (Of course C2 and C3 then 
refer to the "base point" obtained by projecting back to M.) 

This completes the proof that adapted coordinates ex-
ist. We have proved slightly more: the exact form of the 
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metric components off the membrane will be useful in Sec. 
IV. 

APPENDIX B: VARIATION OF MEAN CURVATURE 

First find the strain tensor to second order in n. [See 
Eqs. (4), (6), and (28)-(30).] One has 

X'g(T2,T2) = 2g22 C2 + g22 2nc/ 

- g22 c2(n,2 ,2 + n,3,3) 

- 2n 2 nC2 2 + 2n 3 { 3 } , , , 22 

+ 2nc3 n,3 t 3 g22,3 - 2t3 n,3 n(g22C2b· 

(BI) 
Also, 

a a 
-bn --cn -,22 ax! ,23 ax!' (B2) 

so that 

2g(Tz, [T2,x']) = - 2n,22 + 4n,2 nC2,2 + 4c2 n,2 n,2' (B3) 

The sum of Eqs. (B I) and (B3) is twice the (2,2) component of 
strain: 

2 U22 = 2c2 g22 + 2nc2
2 g22 - 2n 2'2 

- C2 g22(n,2,2 + n,3 ,3) 

+ 2n,2 nC2,2 - 2t3 n,3 n(g22C2),3 

+ g33 n,3 2nc3 g22,3 + 4n,2 n,2c2' (B4) 

To find 4H' = gij 2Uij' multiply Eq. (B4) by 

..22(1 _ 2nc + 3n 2c 2 - n no2) l;; 2 2 ,2 , (B5) 

and add (2~3), the corresponding term with subscripts 2 
and 3 interchanged: 

4H' = 2(c2 + c3) - 2n(c/ + c/) - 2V2n 

+ 2n2(c/ + C3
3) + 4Cij nn,iJ + (c2 - c3)n,2 n,2 

+ (c3 - c2)n,3 n,3 + 2~2 n,2n(c2 - C3),2 

+ 2t3 n,3 n(c3 - C2),3 

+ 2t
3 

n,3 n(c3 - c2)2 L2
2} 

(B6) 

Now the second fundamental form Cij' first introduced 
in Eq. (18), is a tensor. Its traceless part Gij = Cij - Hgij has 
components G/ = - G/ = ~ (c2 - c3), G/ = G/ = 0 in 
adapted coordinates. The last four terms in Eq. (B6) can be 
recognized as 4n,i nGjiJ' as one sees by expanding this 
expression out. 

This completes the derivation ofEqs. (32)-(34). 
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It is well known that the Dirac equations determine three conservation laws, for current, for 
energy momentum, and for angular momentum. Dividing the Dirac equations in two parts, one, 
DI, which does not contain the density p, the other, On, which contains p, it is shown that DI 
together with the three conservation equations, determine On. From this result, a model of 
formulation of the Dirac theory is proposed, following a scheme similar to that of classical 
mechanics, in which principles regarding the motion of one particle are associated with 
conservation theorems concerning statistical ensembles of particles. 

I. INTRODUCTION 

In the first place, our paper aims to investigate the fol­
lowing question. It is well known 1.2 that the Dirac equation 
determines three conservation laws: (1) for probability or 
particle number, (2) for energy momentum, and (3) for angu­
lar momentum. The question is as follows: To what degree 
do the conservation laws determine the Dirac equation? 

In the second place, starting from the answer we give to 
this question, which is the proof of a theorem, our paper will 
propose a new model of formulation of the Dirac theory, 
following a scheme similar to that of classical mechanics, in 
which principles regarding the motion of one particle are 
associated with conservation theorems concerning statisti­
cal ensembles of particles. 

A. The main theorem 

(a) We know3
-6 that the Dirac wave function", may be 

decomposed into eight real scalar parameters. On one side, 
the unit four-vector velocity v, the unit four-vector spin s, 
orthogonal to v (v"vp = 1, t-'sp = - 1, v"sp = 0), the phase 
X, and the so-called Yvon-Takabayasi angle,8 (see Sec. II). 
We will call these seven parameters the "proper parameters" 
of the Dirac particle. On the other, the particle number den­
sity p. 

(b) As we shall see in Sec. II, the Dirac equations may be 
divided into two intrinsic four-vector equations, one, (DI ), 
which involves the four-vector potential A and only the 
"proper parameters," and so does not contain p, the other, 
(On), which contains p. 

(c) We know that the three conservation relations 

ai«pev") = 0, ap(ppW) = pia, 

p(TafJ - TPa) = - ap (p(1ie/2)SpafJ) (Ll) 

(e is the light velocity, h is Planck's constant, Ii = h /21T), 
where pTis the Tetrode energy-momentum tensor,p lis the 
Lorentz force density, and - plieS /2 is the spin density are 
implied by the Dirac equations. 

S depends on v and s, and, as we shall see in Sec. III , T 
depends on A and the seven proper parameters. 

Our theorem is as follows: (On) is implied by (DI) and 
the three conservation relations (1.1). 

In other words, the part of the Dirac equations which 
involves the density p expresses nothing more than the con­
servation laws. 

As exposed in Sec. VI, this theorem helps to justify 
some well known-but till now unexplained-features of the 
Dirac theory. 

N.B. The number of equations of the system (DI) [Eq. 
(2.13)] plus (Ll) is greater than those of the system (DI) 
[(2.13)] plus (On) [Eq. (5.14)]. But some ofthe equations of 
(1.1) are not independent and the two systems are to be con­
sidered as equivalent. 

B. A model of formulation of the Dirac theory 

We will consider the seven proper parameters as rela­
tive to one particle, and (DI ) as some quantum dynamical 
law-to be taken as a first principle-bounding the proper 
parameters and the potential A. 

But the set of equations (DI ), i.e., four scalar equations 
with seven scalar unknowns, is an incomplete system which 
does not allow us to determine the motion of the particle. Let 
us now consider a fluid fll which may be equally regarded: 
either, in agreement with the Copenhagen probabilistic in­
terpretation, as a continuous probability fluid formed by dif­
ferent events of the same real particle, or (in a quite different 
meaning), in accordance with the statistical interpretation of 
the quantum mechanics, in which the wave-particle duality 
is excluded7- 9 as a discrete "fictive" fluid. Such a fluid may 
be defined as formed by different real particles, considered 
one by one in successive but similar experiments, and joined 
together by thought in a sole fictive experiment. 

The conservation laws, applied to the fluid fll, will be 
interpreted in the following ways. 

(1) The conservation ofthe current of the fluid is to be 
regarded simply as the definition of the density function as­
sociated to the ensemble fll. 

(2) We will consider-as a second principle-each par­
ticle of the ensemble as being subjected to the same Lorentz 
force as for a classical particle, but, in the conservation law of 
the energy momentum, we will replace the tensor 
pKa

{3 = pme2vavf3, which would have been considered if the 
particles of the ensemble fll had been classical, by the tensor 
p T afJ. The definition of p T as the energy tensor of fll is to be 
taken as a principle. However, as we shall see in Sec. III the 
replacement of the tensor Kby the tensor Tis partly justified 
by a relation between Tr K and Tr Twhich exists in (DI ) (and 
which concerns each particle of fll). 
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(3) Considering - lieS /2 as corresponding to the prop­
er angular momentum of the particle, we will apply, as a 
theorem, the third conservation law, in the same way as in 
classical mechanics. 

So, by application of the main theorem, it is then possi­
ble to obtain a complete system of eight scalar equations (DI ) 
and (DII ), with eight scalar unknowns, i.e., the proper pa­
rameters and p. 

In other words, the problem of one particle cannot be 
solved by the dynamical law (D1 ), but the union of (DJ ) and 
of the conservations laws (1.1) allows us to solve the problem 
of a statistical ensemble of particles. 

If one adopts the statistical interpretation point of view, 
the part played by the function ¢ is then reduced to a simple 
auxiliary mathematical function which allows us to solve a 
correctly defined mathematical problem, and the notion of 
wave disappears. 

However, in both interpretations, our model remains 
indeterminist. The model is exposed in Secs. II-IV; the 
theorem is proved in Sec. V. 

II. THE QUANTUM DYNAMICAL LAW AND THE PROPER 
PARAMETERS 

A. Notation 

We use the same notations as in the geometric algebra 
developed by D. Hestenes.6.10 Let E be the space-time, con­
sidered as a real vector space of signature + - - -, and 

p 

1\ the vector space of the antisymmetrical tensors of rank p. 

We will note A 1\ B and A . B the outer and inner products 
p p 

of A E 1\ E and B E 1\ E: for example, if a,b,c, E E, the sym-

bol (a 1\ b). c will indicate the vector of components 
(aib p. - b iaf')Cp.' (i = 0,1,2,3). 

As in Ref. 10, we define the associative Clifford product 
AB by using the rules 

aA = a . A + a 1\ A, Aa = A . a + A 1\ a, 
p 

if a E E, A E 1\ E. 

Let {Yo, YI' Y2' Y3J be an orthonormal frame of E: 

Yi . Yj = ° if i =/=j, Yo· Yo = 1, 

Yk . Yk = - 1 (k = 1,2,3). 

(2.1) 

(2.2) 

N.B. There exists a representation of the Yj by the Dirac 
matrices6 and that is why the symbols used are the same. But 
here, the Yj have only to be considered as vectors of E (they 
may be used as operators by means of the Clifford product). 

We define the gradient operator V = t'ap.' where 
']I' E E, ']I' . Yj = 85· 

Using the rules (2.1), it is easy to verify, in particular, 
that 

Yi Yj = Yi . Yj + Yi 1\ Yj = Yi 1\ Yj 

= - Yj 1\ Yi = - YjYo if i=/=j, (2.3) 

and then, denoting i = Yo 1\ YI 1\ Y2 1\ Y3' that 
i = YOYIY2Y3' i2 = - 1, and ia = - ai if a E E. 
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Note that the dual of a simple p vector 
B = bl 1\ ••. 1\ bp may be written iB. 

B. An Intrinsic form of the Dirac equation 

Our first task is the separation of what does not involve 
the density p in the Dirac equations from the rest. 

The simplest way seems to use Eq. (6) that we estab­
lished in Ref. 11. Let us recall how we obtained this equation. 
We started from the Hestenes formulation of the Dirac the­
ory6 where the ¢ function is written (in Clifford algebra) 

¢ = (peiP )I/2 R (2.4) 

and has the following properties. 
(a) p is the density. 
(b) R is a Lorentz rotation such that 

v = Ryo R, nk = RYk R (k = 1,2), 

S=RY3R (RR =RR = 1), (2.5) 

where f!lt = I v, n I' n2, S J is an orthonormal frame (the 
"proper frame" of the particle) such that cv is the space-time 
velocity of the particle, s is the unit "spin vector," and nl' n2 

are two orthonormal vectors of the "spin plane." (The phase 
X of ¢ is the parameter needed to fix the direction of n I in the 
spin plane.) We will use the two bivectors 

u = n l 1\ n2 = n l n2' 0- = - iu = v 1\ s = vs. (2.6) 
(c)Pis the so-called Takabayasi angle,4 first introduced 

by Yvon3 and then, independently and in a quite different 
way, by Hestenes.6,12 

Consider the Dirac-Hestenes equation [Ref. 6, Eq. (5-
1 )] 

(2.7) 

where m is the mass of the particle, e is the charge, and A E E 
is the vector potential. 

We define as in Refs. 11, 13, or 14, 

(2.8) 
2 

Here, nj E 1\ E is the bivector which expresses the infinitesi-

mal rotation of the frame f!lt due to an infinitesimal displace­
ment in the Yj direction: 

a)v = nj . v, ajnk = nj . nk (k = 1,2), ajs = n) . s. 
(2.9) 

Developing aj ¢ in (2.4), noting that we can write 

2ajR = 2( ajR )RR = njR, yj exri.if3 /2) = exri. - if3 12)yi, 
(2.10) 

multiplying (2.7) by 11#, then, on the left, by exp (iP/2), 
and, on the right, by R, and since RYIY~ = n l n2 = u, we 
obtain the equation 11 

(1J/2)c(V (lnp) + t'np. + (VP)i) 

+ (mc2(cos pv + sin Piv) + eA )u = 0, (2.11) 

which is strictly equivalent to the Dirac equation. 

c. The quantum dynamical law 

Taking the pseudovector part of (2.11), then multiply­
ing on the left by i, denoting 

u = i(t' 1\ np.) E E, (2.12) 

Roger Boudet 719 



                                                                                                                                    

and since i(v 1\ 0-) = s, itA 1\ 0-) A· (v 1\ s), we obtain the 
following vector equation [(01 )] which does not contain p: 

me2 cos ps + (1ic12)(u + VP) + eA • (v 1\ s) = O. (2.13) 

The unknowns of this equation are the six kinematical 
real scalar parameters which define the situation of the 
frame ~ at each point x e E, and the angle p. We will call 
these seven scalar parameters the proper parameters of the 
particle, and, since (2.13) does not contain the density p, we 
will suppose that these parameters are relative to one parti­
cle. 

N.B. The vector equation (Od [(2.13)] is equivalent to 
the set of equations (3'), (4'), and (12') of Takabayasi.4 

See also the article by Hestenes. 14 [The equation (OJ) 
does not appear explicitly in this article, but a large number 
of intrinsic equations, some of them directly related to (OJ ), 
and their physical interpretations are mentioned in this pa­
per.] 

III. DEFINITION OF TENSORS AND ENERGIES 
ASSOCIATED TO ONE PARTICLE 

Let us now define three tensors associated to these pa­
rameters. 

(1) The situation tensor of the spin plane is 

C: n eE-.C(n) = n· (v 1\ 0-) e 1\ 2 E. (3.1) 

Its values are 

C(v)=o-=n, A n2, C(n,)=v A nz, 

C(n2) = n, A v, CIs) = o. 

(2) The rotation tensor of the spin plane is 

(3.2) 

L: n e E-.L (n) = (IJp • (i(n A s)))1' e E. (3.3) 

Its values are 

L (v) = cu = (IJp • 0-)1' = ((IJp • nIl . n2)1' 

= (apn, • n2)1' = - (apn2 . nd1', 

L (n,) = (IJp • (v A n2))1', 

L (n2) = (IJp • (n, A v))1', L (s) = o. 

(3.4) 

(3.5) 

The vector cu represents the rotation of the spin plane on 
itself." Here, L (n,) and L (n2) correspond to the rotation of 
the direction of the spin plane, and are related to the bend of 
the curve which is tangent, at each point x e E, to the vector 
v(x), according to 

L (n,) . v = r· nz, L (n 2) . v = - r· nt, 

where r = (v, V)v. (3.6) 

We can write (see Appendix A) 

Tr L = u . s = (w + V .0-) • v. (3.7) 

(3) We also have the following tensor (whose meaning is 
more obscure than that of the others): 

M: n eE-.M(n) = (s. n)VPeE. (3.8) 

A. Gauge Invarlance of the equation (0, ) 

One can prove (see Appendix A) 

where w = (IJp • q)1' is the proper rotation vector of the 
(v, s) plane. 

So (OJ) takes the form 

me2 cos ps + (v A s) • ((1ic12)cu - eA ) 

+ (1ic12)(o-. (V, 0-) + 0-' (W + V· q) + VP) = 0, (3.10) 

where we note t~e presence of the vector 

p = (1ic12)cu - eA, (3.11) 

which corresponds to the energy-momentum vector of the 
particle. 

The gauge invariance of p, and so of (2.13), after replac­
ing the vector potential A by A I + V t/J, is verified by adding a 
scalar qy to the phase X, because w is then replaced by 
cu' = cu + Vqy, and by taking qy = 2et/J 1(1ic) (see Refs. 6 and 
13). 

B. Energies associated to the particle 

We consider three energy tensors (associated to one par­
ticle): the kinetic energy tensor K: n e E-.K (n) 
= me2(v • n)v e E; the quantum energy tensor 

Q: Q = Iic(L + M )/2; and the potential energy tensor 
P: n eE-.P(n) = e(v· n)A eE. 

We define E = me2 = Tr K, €Q = Tr Q, €p = Tr P, as 
the proper kinetic, quantum, and potential energies of the 
particle. 

The part of €Q due to the rotation of the spin plane is 

€R = (1ic12)(Tr L). (3.12) 

As follows from (3.7), € R can be decomposed into a part due 
to the rotation of the spin plane on itself (on a displacement 
in the v direction), Iiw . cvl2, and a part due to the rotation in 
space-time of the direction of the spin plane, ~V· 0-)' cvl2. 

The scalar Iiw· crol2 = p. ro + eV, where V = A . roo 
is considered as the energy of the particle relative to the Gali­
lean frame fro. r,. r2. r31· 

Note that for a plane wave, the spin plane direction is 
constant,p = 0 everywhere, and so €Q is reduced to Iiw . cvl 
2 and expresses an oscillatory phenomenon due to the rota­
tion of the spin plane on itself. (For the case of the central 
potential see Refs. 15 and 16.) 

C. The relation between the tensors K and T 

We can deduce from (01 ) a relation between E and 
€Q + €p. Considering the inner product of (2. 13) by the spin 
vector s, we obtain 

mc2 cos p = (1ic12)(s • u + s . VP) - eA . v. (3.13) 

Writing 

T=Q+P, 

it follows from (3.7) and (3.8) that 

(Tr K )cos p = Tr T, 

or 

(3.14) 

(3.15) 

u = q. (w + V . 0-) + 0-' (W + V . q), (3.9) E cos P = €Q + €p. (3.16) 
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IV. CONSTRUCTION OF THE CONSERVATION LAWS IN 
RELATIVISTIC QUANTUM MECHANICS 

Let us consider a fluid &' that we will equally interpret 
as formed either by different events of the same particle, or, 
as explained in Sec. I, by different similar particles (consid­
ered one by one in successive experiments and joined by 
thought in a sole fictive experiment). 

( 1 ) We consider here relativistic particles, and it is not 
possible to take the mean of different space-time velocities 
ev. So, instead of considering, at each point x E E, different 
velocities, we suppose that all the particles whose trajector­
ies pass through x have, at point x, the same velocity v(x). In 
this way, we do not define the most general (fictive) fluid that 
it is possible to consider in a given field, but only a partial 
fluid. In actual fact, there is an infinity of different fluids, 
defined in this way, to consider. So, it is not surprising that 
the equations we will obtain admit solutions depending on 
constants which may take an infinity of different values. 

Let pIx) be the density of the fluid at x E E. By definition 
of p we can write 

V·(pv)=O. (4.1) 
(2) If the particles were classical, the conservation law of 

the energy momentum would be 

f f LpK(n)dU= f f f Lp/dr, (4.2) 

where Vis a hypervolume of Ebounded by a hypersurfaceI, 
n is a unit space-time vector normal to I and oriented 
towardstheexteriorofV,/= (V A A). v is the Lorentz force 
acting on each particle, and pK (n) = mev( pev . n) is the flux 
of the classical momenta mev of the particles whose trajec­
tories cross a unit hyperarea normal to n. 

Now, we replace in (4.2) the tensor K by the tensor T: 

ffLpT(n)dU= fffLp/dr. (4.3) 

This replacement is (partly)justified by Eq. (3.15) because, in 
the case where /3 = 0, Tr K and Tr Tare equal for each parti­
cle. 

As explained in Appendix B, p T is the so-called Te­
trode tensor.! We deduce 

Considering this equation for all arbitrary small volume 
surrounding each point x E E, we write (as a principle), 

al'(Pp') =p/, /= (V A A). v. (4.5) 

(3) The third conservation law may be constructe.d as in 
classical mechanics. Interpreting p U (n) = - plicC (n )/2, 
where C is the situation tensor of the spin plane, defined in 
Sec. III as the flux of the proper angular momentum, we can 
write 

ffLp(U(n)+x A T(n))du= IIIIfx A/dr, 

(4.6) 

hence, 
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- V • (p(Iic/2)v A u) + prl' A TI' 

+x A al'(pTI') =px AJ, 

and from (4.5), we deduce (as a theorem) 

pTI' A rl' = - V • (p(Iic/2)v Au). 

(4.7) 

(4.8) 

N.B. Letg be some scalar or vector mechanical quantity 
associated with a relativistic particle, and a conservation law 
similar to (4.2), as follows 

f f L gp(v . n)du = f f f Lpq dr. (4.9) 

One can deduce from (4.1) 

pq = al'(pgif) = al'(pif)g + p(al'g)if = p(al'g)if (4.10) 

or 

(4.11) 

Here, p is eliminated from the conservation law [but not in 
(4.5)], because the fluxpg(v· n) is null for n orthogonal to v 
[but notpT(n)]. 

This difference between the classical and quantum 
fluxes (to be or not to be null for n orthogonal to v) could 
explain the reason why it is not possible to deduce rigorously 
or as some approximation, for example, the Weyssenhoff 
motion from the Dirac theory (see Ref. 14, No.7). 

Now, the last task for ending our model offormulation 
of the Dirac equations is the proof of the main theorem. 

V. PROOF OF THE MAIN THEOREM 

The proof we give is long (we could not find a simpler 
one, but perhaps it exists), so we only indicate the main steps 
of the proof, the rest is in the appendices. 

Considering the outer product of (2.13) by s, we obtain 
the bivector equation 

((1ic/2)(u + V/3) - e(s . A Iv) A s = O. 

We can write (see Appendix C) 

L I' A rl' = i(sI'IJI') + i((y" . IJI') As), 

U = L (ri ), si = s . ri. 

TI' A rl' = (1i/2)e(L I' A rl' + (V/3) A s) + ev A A, 

(5.1) 

(5.2) 

(5.3) 

- V • S = i(sI'IJI') - u A s, where S = v A u. (5.4) 

V· (pS) = Vp ·S+pV ·S= i(Vp As) +pV ·S. (5.5) 

It follows from (5.1), after elimination of i(sI'IJI') and u A s, 
that 

- (1i/2)eV· (pS) = pTI' A rl' + pe(A + (A. sIs) A v 

- (1i/2)ci((Vp + py" . IJI') As). 
(5.6) 

We deduce from (4.8), and because ilIA + (A . sIs) A v) 
=(A .u) As, 

(eA. U + (1i/2)e(V(lnp) + y". IJI')) As = O. (5.7) 

Moreover, we can write the following relation, that we have 
already established in Ref. 16: 

pTI' A YI' =p((1i/2)c((V/3) As - i((V lnp) As) 

+ i(sI'IJI')) - etA . s)v As). (5.8) 
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In other respects, we deduce from (3.15) 

- mc2 sin/3(V/3) = V(Tr T). (5.9) 

We calculate, respectively (see Appendix D), 

(a) pV(Tr M) - apjpMP), 

(b) pV(Tr P) - apjppP), 

(c) pV(Tr L) - apjpLP), 

and we replace the term V . (pu 1\ u) which appears in the 
third calculation, by its expression deduced from (4.8) and 
(5.8). Then we deduce from (5.9), (4.1), and (4.5), 

p(Ii/2)c[(((i(avnp - apnv)) , l' + np . ((i!Jv)' 1') 

- (i!Jv) . (np . 1')) . s)yv] 

+ jpmc2 sin/3 - (1i/2)cV 'jps))(V/3) = 0. (5.10) 

We can deduce from the relations13,14 

a)nk - akn) + !tnknj - njnd = 0, (5.11) 

that the bracket ofEq. (5.10) is null. So, if /3 is not reduced to 
a constant, we obtain [(On )] 

p mc2 sin/3 - (1i/2)cV· (ps) = 0, (5.12) 

which may be written 

(m~ sin/3s + (li/c)c{V(lnp) + 1" np))' s = 0. (5.13) 

Equations (5.13) and (5.7) may be united in a sole vector 
equation 

m~ sin/3s + eA· u+ (1ic/2)(V(lnp) + 1" np) = 0, 
(5.14) 

which is just the vector part of Eq. (2.11). So the theorem is 
proved. 

VI. CONCLUSION 

The previous propositions, especially the relation (5.9), 
explain the presence of sin /3 in the Dirac equations (but not 
that of cos /3). In particular, they help to justify the well­
known3 relation (5.12) which expresses the nonconservati­
vity of the spin vector density. 

Our theorem mathematically confirms the correctness 
of identifying the Tetrode tensor with the energy-momen­
tum tensor, because it does not seem possible to obtain a 
similar result with the other tensors which have been pro­
posed. 14 

Furthermore, in our scheme, the specificity of the Dirac 
equations, the quantum particularities of the Dirac theory, 
appear as if practically concentrated inside the equation (01 ) 

[(2.13)] (and the definition of the tensor T), because the rest of 
the equations maybe deduced [taking into account the prop· 
erty of T (n) to be non-null for n orthogonal to u] from proper­
ties similar to those of the classical mechanics. In particular, 
we can notice that the exterior field is used in two ways. 
First, in (01 ), in a form which implies the electromagnetic 
gauge (we have seen in Sec. III what is the incidence of the 
gauge on the proper parameter X ), and second, in the right 
side of the energy-momentum equation, without the inter­
vention of the gauge, as in the relativistic classical mechan-
ics. 

However, our paper does not offer answers to many 
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questions which may be asked; for example,we have the 
following. 

-Why is the rotation tensor L of the spin plane 
changed into a flux tensor when it is mUltiplied by fJc/2? 

-Why is the tensor K replaced, in the conservation 
laws, by T and not by T / cos /3, in complete agreement with 
Eq. (3.15)? 

-What part is played by the "mysterious" angle /3? 
etc ... 

Some answers could be imagined by using more de­
tailed theories. 

For example, the interpretation of the spin as a correc­
tion term, which accounts for the orbital motion about some 
mean position of the particle9

,17 could give an explanation to 
the first question, by interpreting IicL (n)/2 as the flux of en­
ergy due to this orbital motion. 

It seems, from Ref. 18, that /3 could be relevant to some 
general gauge theory. But these questions lie outside the 
scope of our paper. 

We said that our model satisifes both the probabilistic 
and statistical interpretations. However, it seems to us that it 
brings arguments in favor of the second interpretation. 

For example, in classical mechanics, especially in the 
kinetic theory of gases, the conservation laws are relative to 
discrete ensembles of material particles, and cannot be con­
structed without supposing that each particle is a localized 
system. If the probabilistic interpretation were correct, it 
would be necessary to suppose that the basic presence in the 
Dirac equations of very similar conservation laws, relative to 
a continuous probability fluid, would be a fortuitous coinci­
dence. 

Furthermore--this argument seems to us very convinc­
ing-it is easy to imagine that a force (the Lorentz force) may 
act on a real particle, but not on the "event" of a particle. So 
the fluid f!1J of our model might be interpreted rather as a 
statistical ensemble than as a pure probability fluid. 

But on the other hand, the harmonious union of (01 ) 

and (On) in Eq. (2.11) is an argument for considering the 
Dirac equations as a whole, and for giving a physical mean­
ing to the", function, as in the probabilistic interpretation. 

APPENDIX A: PROOF OF THE RELATIONS (2.13), (3.10), 
(3.13), (5.1) 

We can write 

i = unln~ = uus, ~ = n1n2nln2 = - ni n~ = - 1, 
(AI) 

hence, 
i(u 1\ u) = iuu = uusuu = - U2~S = s. (A2) 

It follows from (2.1) 
itA 1\ u) = i(Au + uA )/2 = ( - Aiu + iuA )/2 

= -A· (iu) =A . (u 1\ s). (A3) 

Note that iV/3i = - i 2V/3 = Vp. 

We write 

s·s= -1, A • (u 1\ s) = (A • u)s - (A . s)u, 

{
(A, (u 1\ s)) . s = - A . u, (A4) 
(A • (u 1\ s)) 1\ s = - (A . s)u 1\ s. 
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We obtain 

Tr L = £I". YJ.' fJy . (i(y" A s))(yY. YJ.') 

= fJJ.' • (i(y" As)) = (WJ.')' (y" As) 

= ((WJ.') • y") . s = (i(y" A flJ.')) • s = u . s, (AS) 
2 

because if U, V E A E, 

U.(iV)= [UiV]sc. = [iUV]sc. =(iU)· V, (A6) 

and 

(WJ.')' y" = (WJ.'y" - y"W J.')l2 = i(fJJ.'y" + y"fJJ.')l2 

= i(y" A fJJ.')' 
In other respects, 

(A7) 

Tr L =L(v). v +L( nl)· nl +L( - n2)· n2 +L( -s).s 

= m· v + ((fJJ.'nt)· n2)' v - ((JJJ.'n~). nI )· v 

= m • v + (V . (nl A n2)) • v = (m + V • 0') . V. 

(AS) 

We write 

y"fJJ.'i = y"fJJ.'vnlnzS y"JJJ.'nln2u 

= y"((fJJ.' . nIl + fJJ.' A nIln2u 

= y"((aJ.'n l )n2 + (fJJ.' A nIl· n2 + JJJ.' A nl A n2)u 

= y"((aJ.'n l ) • n2 + (aJ.'n l ) A n2 + nl A (flJ.' • n2))u 

+ y"(((JJJ.' A n l A n2 ) • v) • s) 

= y"((aJ.'n l ) . n2 + (aJ.'n l ) A n2 + nl A (aJ.'n2))u 

+ y"(((JJJ.' • v) A 0') • s) 

= (m + VO')u + y"((aJ.'v) . s)O' = (m + VO')u + 'iii0', 

(A9) 

hence 

u=i(y" A fJJ.') [iy"JJJ.']vec. = [-y"fJ,,ilvec. 

= - (m • u + (V • 0') • U + (V A 0') • U + 'iii . 0'), 
(AlO) 

From V A 0' = i(V . (iO')) = - i(V • 0'), and if a E E, 
2 

U E AE, (ia) . U = - a • (iU), we deduce 

(V A 0') . U = - (i(V • u)) • u = (V • u) . (iu) (V . u) • 0', 
(All) 

and hence (3.9) 

APPENDIX B: THE TETRODE TENSOR 

We showed in a previous paperl6 that T = Q + P is 
equal to Trip, where To is the so-called Tetrode tensor. Let 
us recall the proof of this result. We started from the Hes­
tenes form of To [Ref. 14, Eq. (2-3)] (with a change of sign due 
to the convention adopted on the orientation of the spin 
plane): 

To: TO(Yj) = -IicyV[1j(aV ¢)iY3;P]SC. -pevjA. (BII 

Developing av ¢ we obtain 
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[ Yj(av ¢)iY3;P]sc. 

= (pI2)[(j(Wv - av/i + iav(lnp)~]sc. 
= (pI2)( - fJ" • (i(Yj A s)) - (y) • s)avf3), 

and so [Ref. 16, Eq. (1)], 

T(n) = (1ie/2)((fJv • (i(n A s)))yV + (n • s)VP) 

- e(n • v)A = Q(n) + PIn). 

APPENDIX C: PROOF OF THE RELATION (5.7) 

(B2) 

(B3) 

We will use the following relations which may be easily 
proved: 

(B A aJ . b = (a . b )B - (B . b) A a, (i{B )) • a = ita A B), 
2 

B·a= -i((i(B)) A a), a,bEE, BE A E, etc. 

Let I be the transposed tensor of L. Then we have 

L (n) • N = JJJ.' . (i(n A s))(N. y") = (i(fJJ.'NJ.')) • (n A s) 

= - ((i(fJJ.'NJ.')). s). n = I (N)· n, 

hence 

I (n) = - (i(fJJ.'nJ.')) • s, 

LJ.' A YJ.' =y" A IJ.' = -y" A ((W,..).s) 

=(y",s)(WJ.')-((WJ.') A y").s 

= i(sJ.LJJJ.') + (i(y" • fJJ.')) • S 

= i(sJ.LJJJ.') + i((y". flJ.') As). 

In other respects, 

(el) 

-V·(v A O')=V'(IS)=y".({:;))=y".(i(fJJ.' .s)) 

Hence, 

= y". ((WJ.') As) =11sJ.LJJJ.')-((iOJ.'I·y") A s 

= i(sJ.LJJJ.') - (i(y" A JJ,..Jl As 

= i(sJ.LfJJ.') - U A s. (C2) 

- V . (v A 0') = L PAy,.. - i((y" • fl J.') A s) 

- (i(y" A fJJ.'ll As. (C3) 

Writing 

mo = melft, eo = el(Iie), lie = 1, 

we deduce from (5.1) and (e3) after elimination of u A s, 

-V.(v A O')=LJ.' A It + (VP) A s-eo2(s.A)(v As) 

- i((y" • fJJ.') As). (C4) 

We write 

V·(pv A O')=Vp·(v A O')+pV,(v A 0'), (C5) 

so, because 

and 

thus 
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-!V· (pv 1\ u) =pT/J 1\ Y/J +peo(A + (A .s)s) 1\ v 

- (iI2)((Vp + p]l'. n/J) 1\ s) = o. 
(C6) 

Now, 

ilIA + (A . s)s) 1\ v) 

= - i(((A . n1)n1 + (A • n2 )n2 )v) 

= ((A . n1)n2 - (A . n2)n1) 1\ s = (A . u) 1\ s. 

We deduce from (C6) and (4.S) 

(eoA . u + !(V lnp +]1" n/J)) 1\ s = 0, (C7) 

i.e., the relation (5.7). 
From (CI), (C4), and (C5) 

!V· (pi(s)) 
= pT/J 1\ Y/J = p (!((VP) 1\ s - i((V logp) 1\ s) 

+ i(sPn/J)) - eo(A . s)v 1\ s). (CS) 

APPENDIX D: PROOF OF THE RELATION (5.13) 

From (3.13), 

mo cosP = Tr (!(L + M) + PI, 
one deduces 

V(Tr(L + M)/2 + P) + mo sinp(Vp) = O. (D1) 

We can write 

(a) pV(Tr M) =p(a/Js, VP)]I' +p(s. V)(VP), 

a/J(pM/J) = (V. (ps))(VP) + p (s. V)(VP), 

pV(Tr M) = a/J(pM/J) +p((!1" .s). VP)y" 

- (V· (ps))(VP). (D2) 

(b) (V 1\ A) . v = (v . a/JA )]1' - (v . V)A. 
Then, 

pV(Tr P) = - peo(a/Jv.A + V· a/JA)]I' 

= -peo(((n/J . v)·A)]I' 

+ (V 1\ A ) . v + (v • V)A ), 

a/J(pp/J) = - eo(a/J(pif)A + p(v. V)A) = - peo(v. V)A, 

because of (4.1). Then 

pV(Tr P) = a/J(pp/J) - peo(n" . (v 1\ A ))y" 

724 

- eo(V 1\ A)· v. 

(c) Tr L = n/J . (i(]I' 1\ s)), 

L /J = (n" • (i(]I' 1\ s)))y". 

pV(Tr L ) = p(a"n/J . (i(]I' 1\ s)))y" + p(n/J 

. (i(]I' 1\ (n" . s))))y", 

a/J(pL/J) =p(a/Jn" . (i(]I' 1\ s)))y" 

- (n" . (]I'. (a/J(pis))))y". 

pV(Tr L) = a/J(pL/J) +p((a,,!1/J - a/Jn,,) 

. (i(]I' 1\ s)))y" + p(n/J . (i(]I' 1\ (!1" 

• s))))y" + I, 
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(D3) 

(D4) 

where 

1= (!1" . (V . (pis)))y". (D5) 

From (D1), (D5) and (CS) one obtains, after elimination of 
!1" . (s 1\ (VP)), 

a/J(pT/J) + p(( - (iI2)(V lnp 1\ s) + (iI2)(sP!1/J) 

+ eo(A + (A . s)s) 1\ v) . !1,,)Y" + p(J 12) 

+ (pmo sin P - !V . (ps)(VP)) = peo(V 1\ A ) • v, (D6) 

where p J is the sum of the second and the third terms on the 
right-hand side of (4). 

From (4.5) and (C7) one deduces 

(pI2)[J + ((i(sP!1/J) + i((]I'. !1/J) 1\ s)). !1,,)y"] 

+ (pmo sinp -!V. (ps))(VP) = o. 
Calling the bracket K and developing, one obtains 

K = ((i(a,,!1/J - a/J!1" )) .]1' 

(D7) 

+!1/J . ((i!1,,) .]1') - ((i!1,,) • (!1/J .]1')) . s)y". (DS) 

Let us recall that the relation (5.11) may be deduced from 
laJR =!1j R, 

2 ak aj R = (ak!1j)R + !1j(akR )RR = (ak!1j + ! !1j !1k)R 

and from 

akaj R = aj akR. 

Writing ]I' = a, and B = a,,!1/J - a/Jn", C =!1/J' D = !1", 
so B +! (CD - DC) = 0, we obtain 

K = (((iB) . 0+ c· HiD) . a) - (iD) . (C. a)) . s)y" 

= (HlfBa - aBl, + l (C (iDa - aiD) - (iDa - aiD )C 

- iD (Co - aC) + (Co - aC)iD})· s)y" 

= m i(B +! (CD -DC))a - ai(B 

+! (CD - DC))). s)y" = 0, 

and so (5.12). Equation (5.13) is deduced from (5.12) by 

V . s = au . (Y/Js) = ]I' . (!1/J . s) =!1/J . (s 1\ ]1') 

= -(!1/J ']I'),s=(]1'.!1/J)'s. 
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We here construct a rigged Hilbert space suitable for the description of the free radiation field in a 
box and in the Coulomb gauge. We prove the continuity of the main observables on this structure. 

I. INTRODUCTION 

The formulation of quantum mechanics (QM) in terms 
of Hilbert spaces is the classical manner in which this theory 
is presented. QM was formalized first by Dirac. I Later, von 
Neumann intended to give a rigorous mathematical founda­
tion structure to the Dirac formalization. 2 This structure, 
which uses Hilbert spaces as its basis, does not account for 
some of the most interesting features of the Dirac theory. In 
particular, given any observable A, we do not have an eigen­
function/ of A in the Hilbert space for any point in the spec­
trum of A, as claimed by the Dirac theory. Also, A cannot be 
expanded in terms of elementary projections associated with 
these functions (since they do not exist). 

In order to really implement the Dirac formalization, 
Gelfand has introduced the structure of rigged Hilbert space 
(RHS). We recall that a RHS is a triplet of spaces 

tPc/JrctPx, (1) 

where /Jr is a Hilbert space and tP is a complete nuclear 
locally convex space, densely and continuously embedded 
into /Jr. tfJX is the antidual of tP: the vector space of all con­
tinuous antilinear functionals on tP. Dirac's theory requires 
eigenfunction expansions, as mentioned above. The corre­
sponding results have been obtained by Gelfand3 and 
Maurin.4.S For the existence of an eigenfunction expansion 
for an observable A, we require the stability of tP under A, 
i.e., AtPCtP. We also need the continuity of A under the 
nuclear topology on tP. Nuclearity plays an important role in 
the proof of the existence of the eigenfunction expansion and 
it cannot be dropped. 

The general formulation of QM in terms of RHS has 
been mainly proposed by Bohm,6.7 Roberts,8.9 Antoine,JO·ll 
and Melsheimer. 12.13 It has been used in textbooks such as 
the one by Bohm. 14 Furthermore, RHS's allow an elegant 
and coherent description of resonances, decaying states and 
virtual states as generalized eigenvectors or as pairs of gener­
alized eigenvectors of the total Hamiltonian H in a decaying 
scattering process. Research in this field has been performed 
by Baumgartel, IS Bohm, 14.16 the author,17 and others. 18 

Although the general theory can be considered as al­
ready constructed, we note a lack of explicit examples in the 
literature. The free particle in Cartesian coordinates is easy 
to formulate by using tP = Y(Rn) (n = 1, 2, or 3 being the 
dimension of the space in which the particle lives). The same 
space works for the harmonic oscillator.19 The aim of the 
present paper is to provide one more example: that of the 

8) Permanent address: Facultad de Ciencias. Departamento de Fisica Tear· 
ica. Prado de la Magdalena. sin. Valladolid. Spain. 

electromagnetic field in the Coulomb gauge. For that, we 
need first mention the idea of 1T-topology on tensor products. 

Let tPl C/Jrl CtP~ and tPzC/JrzCtP~ be two RHS's. 
Consider the (topological) tensor product /Jrl ® /Jrz. We 
look for a topology 'T 1T on the (algebraic) tensor product 
tPI ® tP2, such that (1) its completion under 'T 1T is a nuclear 
locally convex space which we call tPI ® 1TtP2; (2) tPI ® 1TtP2 is 
dense on /Jrl ®/Jr2' The canonical embedding i: 
tPI ® 1T tPz-/Jr1 ® /Jr2 is continuous; (3) if A2 is a continuous 
operator on tP2 andA2 is on tP2, AltPl CtP1, andA2tPzCtP2, 
then A I ®! and! ®A2 are continuous operators on tPI ® 1TtP2 
and both leave this space invariant.! denotes the identity on 
both tPI and on tP2• 

For a discussion of the construction of'T 1T see Ref. 12. 
Following this procedure, we obtain a compounded RHS 
tPI®tP2C/JrI®/Jr2C(tPI®1TtP2t, such that any contin­
uous observable on tPI or tPz can be extended into a contin­
uous observable on [tPI ® 1T tP2]X • Hereafter, we call this com­
pounded RHS the 1T-tensor product of the two single RHS's. 

II. THE FREE RADIATION FIELD IN THE COULOMB 
GAUGE 

As is well known, the free radiation field in the Cou­
lomb gauge under periodic boundary conditions in a cubic 
box of side L is equivalent to a countable infinite set of inde­
pendent and uncoupled harmonic oscillators.2o Based on 
this idea, we shall find a RHS, tP C /Jr c tfJX such that the nth 
creation and annihilation operators, the total number opera­
tor and the renormalized Hamiltonian are well-defined con­
tinuous operators on tP. 

To construct the Hilbert space /Jr used here, consider 
the set T of all linear combinations of tensor products of the 
form21 

v = VI ® V2 ® ... ® vp ® ifJo ® ifJo ® ... , 

vj eL 2(R ), 

(2) 

where only the p first terms in the tensor product are differ­
ent from ifJo = (wl1rli)I/4e - ""12", the ground state of the har­
monic oscillator. The scalar product of V with 

W = WI ®w2 ® ... ® Wq ®ifJo®ifJo®'" (3) 

if, for instance p>q, is 

(vlw) = (v1Iwl) (v2Iw2)"'(Vq Iwq) ... (vp lifJo)' (4) 

/Jr will be the completion of T under this scalar pro­
duct. /Jr is isomorphic to the Fock space 
f§ = ®: = 1 [ ® n L 2(R )], but it has some advantages over 
f§. First, we have a nice representation of the vacuum as 
"'0 = ifJo ® ifJo ® ifJo ® ... , the state for which all the oscillators 
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are in their ground state. Second, JY' is appropriate because 
of the idea that the free radiation field (under these boundary 
conditions) can be regarded as a set of uncoupled harmonic 
oscillators. An orthonormal basis for JY' is given by 

t/J", ®t/J"2 ®···®t/J"k ®t/Jo®t/Jo''', (5) 

where t/J", is the ni th Hermite function in L 2(R ) and k is an 
arbitrary number. 

The action of the k th position Qk or momentum Pk 
operators on T is defined as usual. For instance, 

QkV = Qk(VI ®v2 ® ... ® vdx)®· .. ®vp ®t/Jo®"') 

= VI ®V2®'" ®XVk(X)®'" ® vp ®t/Jo® .. •. (6) 

We can also define the k th annihilation a k and creation 

a: operators, where ak = ~wk/2'" Qk + i~"'/Wk Pk and 

ak+ = ~wk/2'" Qk - i~"'/Wk Pk, on T. Qk and Pk are ex­
tensible into bounded self-adjoint operators on JY' and 
[Qk,Pk1 = iii! on their common domain. They are a repre­
sentation of the canonical commutation relations over JY',22 
with vacuum state "'0 as can be shown. 

In order to complete the triplet, we need to find a <P 
fulfilling the required conditions. To construct <P, consider 
the sequence of spaces 

<PI = Y(R )®t/Jo®t/Jo®'" 

<P2 = Y(R)® 7TY(R) ®t/Jo®t/Jo®'" 

<P3 = Y(R )®7TY (R )®7TY (R )®t/Jo®t/Jo®'" 

<P,. =Y(R)®7TY(R)®7T"'®7TY(R)®t/Jo®'" 
'" v ../ 

ntimes 

(7) 

If t/Je<PI, t/J = v(x) ® t/Jo ® t/Jo ® ... eK, where v(x)eY(R ). 
¢>e<P2 if and only if t/J = V(X I,x2) ® t/Jo ® t/Jo ® "', where 
v(x l ,x2)eY(R ) ® 7TY(R ), etc. Also note that <PI is isomorphic 
toY(R ),<P2toY(R) ® 7TY(R ),etc.Ifwetransportthetopol­
ogy from ® ~Y(R) into <P,. through this isomorphism, we 
have endowed the <P,. with a complete nuclear locally con­
vex topology. Take now the subspaces 

JY'I = L 2(R) ®t/Jo®t/Jo®'" 

JY'2 = L 2(R ) ® L 2(R ) ® t/Jo ® t/Jo ® ... 

JY',. = L 2(R ) ® L 2(R ) ® ... ® L 2(R ) ® t/Jo ® t/Jo ® .... 
'- v-", 

ntimes 

(8) 

Obviously, JY',. is isomorphic (algebraically and topo­
logically)to ®,. L 2(R ). Therefore, <P" isdenseinJY',. for all n 
and its canonical injection is continuous due to the proper­
ties of the 1T-tensor products. 12 

By definition, <P is the inductive limit ofthe <P,.. (Note 
that <P,. e <P" + I and the restriction on <P,. of the topology 
on <P,. + I gives back the topology on <P,. .) From the set theo­
retical point of view, <P = U<P,.. A sequence {XI LEN con­
verges to xe<P if and only if there exists a natural number n 
such that xle<P" for all i and xr-+x in <P,. .23 
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It is readily seen that ® ~Y(R ) isa Frechet space be­
cause it is complete and its topology is generated by a counta­
bly infinite set of semi norms. Therefore, <P,. also is a Frechet 
space and this is true for all n, so that <P is an inductive limit 
of Frechet spaces, and indeed a strict one (LF-space). 

Theorem 1: <P is a complete nuclear locally convex 
space, such that <P e JY' e <P" is a RHS. 

Proof: From the definition of inductive limit, <P is local­
ly convex.23 Also, any strict inductive limit ofFrechet spaces 
is complete.24 The inductive limit of nuclear spaces is also 
nuclear. 25 

Now, we need to prove that: (1) <P is dense in JY'; (2) the 
canonical injection i:<P-+JY' is continuous. 

(1) Let us pick fj = u: = I JY'", which is a subspace of 
JY'. Since any vector in the orthonormal basis of JY' belongs 
to it, fj is dense in JY'. On the other hand, if ve fj there exists 
a natural n such that veJY',. . <P,. is dense in JY'" . <P,. is dense 
in JY',. and, thus, there exists a sequence (Vi )IEN with 
vle<P,. e <P for alii such that VI-+V, This proves the denseness 
of<P in JY'. 

(2) Since JY'n is a topological subspace of JY', the injec­
tion jn :JY',.-+JY' is continuous. So is the injection 
k,. :<P,.-+JY'n as we have previously stated. Thus 
i,. =jnk,. :<P,.-+JY' is continuous. i,. is the restriction to <P,. 
of the injection i from <P into JY', which is continuous if and 
only if all the i,. are continuous,23 as is the case. 

From all of the above, we conclude that <peJY'e <P" is 
aRHS. 

Theorem 2: All the creation ak+ and annihilation ak 
operators as well as the total number operator 
N = l:k' = I a: ak and the renormalized Hamiltonian 
Ho = l:k' = 1 fzwka: ak are well-defined continuous operators 
on<P. 

Before giving the proof, we observe that the LF charac­
ter of <P implies the following. 

Proposition: Let A be a linear mapping from <P into it­
self. A is continuous on <P if and only if, given any convergent 
sequence (Xi )iEN on <P with xi-+xe<P, AXi-+Ax.23 

Proof of Theorem 2: Let a be the annihilator operator 
for the one-dimensional harmonic oscillator. aY(R ) e Y(R ) 
and it is continuous under the metrizable topology on Y(R ). 
Let n>k and Ok = 1 ® ... ®a ®1 ® ... ®1, where a is placed at 
the k th position and the other operators in this tensor pro­
duct are all equal to the identity on Y(R ). Ok operates on 
® 7T" Y(R ) and because of the properties of the 1T-topologies, 
is continuous on that space. ® ~Y(R) is both topological 
and algebraically isomorphic to <P,.. Under this isomor­
phism, Ok corresponds to a k . Therefore, a k <P,. e <P,. and a k 
is continuous on <P,., n>k. 

Let (v; lieN be a sequence in <P converging to ve<P. Then, 
there exists ail n > k such that Vi' ve<P,. and Vi -+v in <P ,. . Since 
ak is continous on <P,., akvi-+v in <P,. and thus ak Vi-+V in <P. 
The continuity of ak follows from the proposition. The same 
considerations and proof are valid for a: . 

To see that N<Pe<p, take <PM = [ ®~Y(R)] 
®t/Jo®t/Jo'" 

00 

N<PM = Ia:ak([ ®~Y(R)] ®t/Jo®t/Jo®"') 
,.=1 
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= L~/ltiik ®!'.J"(R)] ®t/>o®t/>o®'" 

= L~latak ]cPMCcPMC<P:::>NcPCcP. 

The continuity of Non cP follows from the continuity of 
1:k = I at ak and the proposition. The proof of the theorem 
for Ho is identical and deserves no further comments. 

Corollary: One immediately sees that Pk and Qk are 
also continuous on cP for any k. 

Remark 1: N, H o, Qk' and P k are essentially self-adjoint 
on cPo This comes more or less trivially from the essential 
self-adjointness of Q and P on .J"(R ) and the following re­
sule6

: A symmetric operator A is essentially self-adjoint on a 
domain g if and only if (A ± iI)..@ are dense on £', where I 
is the identity. 

Remark 2: Note that the unrenormalized Hamiltonian 
Ho = 1:;,= I (liwk + !)at ak is not even defined on cPo 

Remark 3: It should be noted that the space cP as here 
constructed is isomorphic to the Borchers algebra 
~ = ED:' = o.J"(R 4n) (Ref. 27). This fact easily follows from the 
isomorphism between .J"(RH m) and .J"(Rm) ® n .J"(Rn ).28 
However, it is important to remark that the general ideas 
used in this paper to construct our model for the free radi­
ation field have been these of basic quantum mechanics in 
RHS and not those of the general theory of quantized 
fields. 29 
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After recalling the usualj-summation rule over an angular momentum we describe two unusual 
summation rules. The first one concerns sum of products of "3n}" and "3jO" coefficients. The 
second involves sum of products of "3jm" coefficients but with the (2j + 1) weighting factor 
missing. 

I. INTRODUCTION 

When dealing with angular momentum algebra (the so­
called Racah algebra) the use of the orthogonality relation in 
the "3jm" Wigner coefficients leads to a 'j-summation 
rule,,)·2 in which a (2j + 1) weighting factor always appears 
when the sum holds over an angular momentumj. This usual 
j-summation rule cannot be used ifthej angular momentum 
appears simultaneously in "3jm" and "3jO" coefficients or if 
the (2j + 1) weighting factor is missing. 

rule over the two 3jm coefficients and consists in erasing the 
j-summed line and linking the ends of the corresponding 
lines 

This paper is devoted to the solution of these problems. 
For the sake of simplicity we use the well-known graphical 
technique of the graphical spin algebra (GSA))·2 but the re­
sults here defined may be obtained in a pure analytical proce­
dure. 

In the second section we recall the usualj-summation 
rule in its graphical aspect and give an example of applica­
tion. The third section is devoted to the "summation rule 
over marked poles" concerning summation over sum of pro­
ducts of 3jm and 3jO coefficients. Such a rule has already 
been given2 but is not yet well-known. We give here the gen­
eral summation rule and an example of application. The last 
section is devoted to the "unusual j-summation rule" in 
which the (2j + 1) weighting coefficient is missing. We define 
a general procedure and show how particular cases already 
given by Dunlap and Judd3 are obtained. In order to make 
clear the difference between the three summation rules here 
presented, we have applied them on the same "6}" coeffi­
cient. 

II. THE USUALj-SUMMATION RULE 

Let us consider a general expression, which is the sum 
of the product of the 3jm Wigner coefficients over different 
magnetic momenta and aj-angular momentum: 

j2 m; ~i) 
m 2 j) 12 

(2.1) 

The covariant Wigner's notation of 3jm coefficients 

j) j2)=(_y-m( j 
m) m 2 -m m) 

(2.2) 

has been used while [r1 = (2j + 1t12. 
A graphical representation)·2 of(2.1) shows in (2.3) the 

different angular momenta and thej summation. The usualj­
summation rule is a graphical expression of orthogonality 

= . (2.3) 

The last diagram reads analytically 

j2 m) m2) 
m 2 j) j2 . (2.4) 

Let us take as an example, the summation over aj-angular 
momentum in a 6j coefficient: 

We erase thej summed line and linkj) toj) andj2 tOj2: 

III. THE SUMMATION RULE OVER MARKED POLES 

We consider now the following expression: 

F - L (all) 12 13 14) 
m,m,m,m. m) m2 m3 m 4 

X f Y"m, (n )Y~m2 (n )Y~m3 (n )YT.m.(n )dn, 

~) 
~. 

(2.6) 

(3.1) 

(3.2) 
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The usual j-summation rule cannot be used since the L­
summed angular momentum appears in the 3jm and in the 
3]D coefficients. 

Graphically F is represented with marked poles repre­
senting the reduced matrix element of a spherical harmonic 
irreducible tensor operator: 

(/IIIY/,1I/3 ) 

= [ll/i3] (0 
y41T II 

We thus obtain 

F= E 
L 

and if we express the two marked poles 

L 

(3.3) 

(3.4) 

~:~: 
L (3 0 ' 

.f 0 
• (3.5) 

The well-known pinching rule of the (GSA)I.2 gives, after 
summation over L, 

1---- t,o 

F= [lllii4] t 2 0 

41T a 
{3 0 

!.o 
L....-.-

[lllii4] (a/ ~ 12 13 14) 
41T 0 0 o . (3.6) 

The summation rule over marked poles thus consists in eras­
ing the I-summed line and fixing the magnetic orbital mo­
menta to their zero value. We can generalize this rule and 
obtain - .(, -

A 
[11",1" ] 8=',0 E ex 0 

ex , 

L,'" Ls Ls 
(41T)"/2 -I 

!nO 

.f n '---

(3.7) 

which reads analytically 

( I
I r a I 

L, ... L, ml 
1" ) (ml 

m" II 

(3.8) 

We can take a 6j with two marked poles as an example: 

729 J. Math. Phys .• Vol. 26. No.4. April 1985 

~)(~ ~) 

1: (3.9) 
L 

We erase the L-summed line and set to their zero value the 
magnetic momenta 

(3.10) 

Is) o . (3.11) 

IV. THE UNUSUALj-SUMMATION RULE 

Let us now consider a general expression in which the 
(2j + 1) weighting factor is missing, 

+ 

G= E J , (4.1) 

+ 

so that the usualj-summation rule (2.3) is not valid. In order 
to obtain a summation procedure, we first express the matrix 
element of a two-body operator in an uncoupled basis: 

i,m, j,m; 

T 

In a coupled basis the same matrix element becomes 

(Ulj2)JM I T IUlj2)JM') 

JM JM' 

JM' 

E. Elbaz 

(4.2) 

(4.3) 
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We use the pinching rule over two lines of the GSA 1,2 to get 

() MM', (4.4) 

J 

The trace of this operator is identical in the two basis 

I, (jlm ti2m2ITUlm lj2m2) 
m.m2 

= I,(Uti2)JMITIUti2)JM). (4.5) 
JM 

We can express the left-hand side with a summation over M 
since M = m t + m2, 

I, (jlmti# - m1lTUtmti# - m1) 
m,M 

= I, (Ulj2)JM I TIUti2)JM). 
JM 

(4.6) 

For any fixed value of Mbetween - J and + Jwe get 
i,m, ;,m, 

T 

m, 
= E 

J 
. (4.7) 

We can express such a result in terms of aj-summation rule: 

G= E 
J 

+ 

J = E 
+ 

~ 

with -J<.M<.Jand Ijl -j21<.J<'jl +j2' 
Before using this unusual j-summation rule some re­

marks apply. 
(1) Ifjl andj2 are both half-integers, J is an integer and 

one can use theM = o value in (4.8). Ifonlyoneofjl orj2isa 
half-integer, J is a half-integer and one can set M = !. 

(2) If Eq. (4.8) is summed over M, the left-hand side 
gives .IMI = [J 21 and we can use the usual i-summation 
rule while the right-hand side leads directly to the expected 
result. 

(3) If the right-hand side of(4.8) is coupled over an inter­
mediate momentum, k = j 1 + j2' one gets 

G= E 
m, 

1---- i ,m, 
i2 M-m, 

~ __ i,m, 

-C2 ::m~_m, 
i,m, 

i 2 M-m, 
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(4.9) 

and a comparison with (4.8) gives immediately 

which reads analytically 

I, (jl j2 
m, m 1 M m, 

k)2 1 - . 'k 
-M - 2k+ 1 lith }. (4.11) 

(4) If the coupling scheme defines the intermediate mo­
mentum k as k = jl + jl = j2 + j2' so that O<.k<.2j" 
O<.k<.2j2' one gets 

+ c2:::: G= E [k
2J k (4.12) 

k k izt,t-m, m, 
+ 

. IzM-m, 

We set 

D Uti2;k) = I, 
m, C2:::: 

k . _ '2 M- m , 

i2 M-m, 

k i') o m 1 

(
M-m l 0 i2) 

X ~1~ i2 k M-m, . 
This coefficient has already been evaluated analytically by 
Dunlap and Judd3

: 

D(' . 'k) __ 1_ [(2j l -k)!(2j2 +k+ 1)1]112 
ith, - 2k+ 1 (~2 -k)!(~, +k+ I)! . 

With this, one obtains the unusualj-summation rule 

= I,[k 2]DUti2;k) 
k 

with M = 0 or~, O<.k<.2j" and O<.k<.2j2' 
Let us now take some examples. 
First example: 

C,=I,( t'+h+k+j~1 ~2 kJ} 
J V2 it 

+ 

k , 

E. Elbaz 

(4.14) 

(4.15) 
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+ 

= 1:: + f---t---# (4.16) 
J 

The unusual j-summation rule allows us to erase the J­
summed line and to set the m2 magnetic moment to its 
M - m I values. It leads to the D U I j2;k } coefficient as de­
fined in (4.13): 

Second example: 

E 
J ~ - + 

~ 
= I,[J -2]OkJ UljzJ J. 

J 

The unusualj-summation rule gives 

A comparison of these results gives then 

" (jl j2 k )2 __ 1_ [ . . k 1 
~ M M - 2k '1 lth , m, ml -ml - + 
a result already obtained in (4.10) and (4.11). 

Third example: 

= E 
J 

+ +---"*""--~ 

+ i, + 

(4.17) 

(4.18) 

(4.19) 

(4.20) 

(4.21) 

The unusualj-summation rule (4.15) gives immediately 

j2~' + k2 + i,m, 

:. !< I k~ C3 = E 
m, 

i,m, 

(4.22) 

i2 M-m, - k3 
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which reads analytically 

(4.23) 

C3 = I,[k 2 ]DUd2;k) - t---+---+-~ (4.24) 
k 

which reads analytically 

C3 + [k 2)D(jlj2;k)( _)'P 

{
k2 k3 k} {k2 k3 

X j2 j2 kl jl jl ~}, (4.25) 

with rp + j2 + k - kl - k2 - k3 + k 4 • 

To summarize, when a purely geometrical expression is 
summed over a j-angular momentum three cases may ap­
pear. 

(1) The j summation holds on normal 3jm poles and the 
[/] weighting factor exists. The usualj-summation rule (2.3) 
may be used. 

(2) The j summation holds on marked 3jm poles. The 
rule (3.7) can be used. 

(3) Thej summation holds on normal 3jm poles but the 
[J 2] weighting factor is missing. The unusual j-summation 
rule (4.15) can be used. 
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Reordering of o~erators in the second quantization formalism is described by using state 
operators a.s ?as~c operators, wher~ the state operator is either a cluster of creation operators or 
that of an~lhllatlo~ operators specified by a set of quantum numbers of any representation. The 
commutation relatIOn between state operators is simply expressed in terms of the coefficient of 
fractional parentage (cfp), the factor specific to state operator (de) composition. Wick's theorem 
prevalently appli:d ~o a string .of c~eation and annihilation operators, is extended to a string of' 
state operators. Simllar extensIOn IS done for the contraction theorem. 

I. INTRODUCTION 

In the second quantization formalism, Wick's theorem 1 

has provided a powerful method for reordering operators in 
the form of normal products. This theorem is a direct conse­
quence of commutation offermions (or bosons) and relies on 
combinatorial analysis of an operator string aa···a, where the 
operator a is either the creation operator C + or the annihila­
tion operator C. 

A drawback of Wick's theorem is sometimes conspicu­
ous. An example, seen in the study of particle-pair motion in 
the spherical field, is reordering the operator product 
(CC)J'M'(C +C +)JM in normal products, where the opera­
tor (C +C +)JM indicates a pair of C +'s being coupled into 
the definite angular momentum J with its z component M. 
Reordering the operators by virtue of Wick's theorem re­
quires three steps. First, the operator product is expanded 
into a linear combination of operator strings CCC + C + with 
expansion coefficient being a pair of 3-J symbols. Next, 
Wick's theorem is applied to each of the operator strings. 
Finally, the resultant kinematical factors as well as operators 
are arranged, inversely to the first step, in the framework of 
the angular momentum representation. The complexity of 
the prescription originates from the fact that Wick's theorem 
is not applied directly to such an operator string as 
(CC )J'M' (C +C +)JM' but to each string made of uncoupled 
C +'s and C 'so The contraction theorem,z which is applied to 
the (anti)commutator of a pair of operator strings aa .. ·a, has 
the same drawback as Wick's theorem has. 

In the present work, a general operator is reordered in 
normal products without recourse to its expansion into un­
coupled forms of C +'s and C 'So The manipulation is present­
ed as an extension of both Wick's theorem and the contrac­
tion theorem. We introduce state operators A + (na) and their 
conjugates A (na), regarding them as types of basic operators 
for composition and commutation of involved operators, 
The state operator A +(na) here is defined to create an orth­
onormalized state Ina), in case it acts on vacuum, and is 
expressed as a linear combination of uncoupled C +'s of or­
der n. The role of A + and A is schematically represented as 

General operators--{A +(na), A (na) j--{ C +, C j. (1) 

The discussion consists of the following three parts: (i) com­
position of A +'sorA 's,(ii)commutationofA +'sandA 's,and 
(iii) unification of (i) and (ii) to yield an extension of Wick's 

theorem and the contraction theorem. Each of (i)-(iii) is 
treated under the minimum destruction of pre-existing cou­
pling and of the Pauli principle among C + 's and/or C 'So This 
present formalism does not rely on the way to specify quan­
tum numbers a. For practical purposes, we keep in mind the 
case when quantum numbers a involve the total angular (or 
linear) momentum. 

The kinematical factor appearing in the manipulation 
(i) is given by a matrix element of A + (or A ). It is reduced, by 
using the Wigner-Eckart theorem, to the coefficient offrac­
tional parentage (cfp)3-S in the shell model. Combining cfp 
with tensor algebra makes it possible to treat the many-body 
wave function without recourse to expansion into Slater de­
terminants. 3 The kinematical factor appearing in (ii) is 
shown to be expressed simply by a pair of matrix elements of 
A + (or A ), i.e., a pair of cfp's, indicating that the manipula­
tions (i) and (ii) are closely related with each other. The com­
mutation relation of A + and A was derived in a previous 
work.4 It relied, however, on the first quantization formal­
ism and was restricted to the angular momentum representa­
tion. In the present work, the lack of generality in Ref. 4 is 
removed and the key to commuting coupled C +'s and C 's is 
extracted. 

The result is employed in the subsequent paper6 where 
trace of a general operator product is evaluated in the trun­
cated space of n fermions or n bosons. Application of the 
present manipulation to the Lanczos method7 is also pro­
missing since it is easy to rewrite HPA +(na)IO) as a sum of 
states, where H P indicates the pth power of Hamiltonian. 

In Sec. II, definition of the state operator is given. Sec­
tion III concerns the state operator (de) composition. In Sec. 
IV, the operator product AA + is reordered in normal pro­
ducts. Section V deals with other relations involving opera­
tors A + A and AA +. Section VI is a summary of results in 
Sees. IV and V in the form of commutation relations. In Sec. 
VII, Wick's theorem is extended to the operator string con­
sisting of coupled C +'s and C's. In Sec. VII, the contraction 
theorem is treated in a similar way. 

II. THE STATE OPERATOR 

Let {Ina), In,B), ... j bean orthonormal setofn-fermion 
(or n-boson) wave functions 

(naln,B) = fJ(a,,B), (2) 
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where alP) indicates a set of quantum numbers. The wave 
functions are required to form the complete set spanning an 
n-body model space 

(3) 
a 

where Pn indicates the projection operator onto the n-body 
model space. There are various representations defining a 
satisfying both (2) and (3). Any representation can be chosen 
in the present work and explicit form of a is not necessary. 

The n-body state operator A +(na) is defined by 

Ina) =A +(na)IO), (4) 

with no inclusion of annihilation operator C in A +(na). We 
postulate 

A +(0) = 1. (5) 

A well-known state operator is A +(n = 2 a) with 
a =jj'JM [(2.23) of Ref. 5)] 

A +(jj'JM) = }2ljmj'm';JM)CJ:;'C/;",/~l + olj,/). (6) 
m 

A consequence of (4) is the following interrelation 
between the state and the state operator: 

A +(na)lm.8) =A +(m.8)lna)( lImn. (7) 

In a boson system, every sign factor of the form ( - 1 t is to 
be deleted throughout the work except (22), (23), (28), (53), 
and (54) to which instructions are given separately. The en­
suing relation has well been used: 

(8) 

where Ii indicates the number operator and (:) is the binomial 
coefficient. The relation (8) is checked by the fact that both 
hand sides are n-body operators independent of specification 
ofa. 

III. STATE OPERATOR (DE) COMPOSITION 

The product of state operators is rewritten in terms of a 
single operator as 

A +(na}A +(n'a') 

= }2(n + n'.8 IA +(na)ln'a')A +(n + n'f3). (9) 
p 

It is verified in the following way. The right-hand side (rhs) of 
(9) operating on an arbitrary state Imr) is transformed, by 
using (3) and (7) to sum over.8, as 

A +(mr)A +(naJln'a')( _l)m(n+n'J. (10) 

It is transformed, by using (7) again, into the same expression 
as the left-hand side (Ihs) of(9) operating on the state Imr). 

The alternative to (9) is expressed as 

A +(n + n'.8) }2(n'a'IA (na)ln + n'.8) 
aa' 

(n + n') XA +(na}A +(n'a')1 n . (11) 

We verify it by showing that the rhs is transformed into the 
lhs. Let us substitute (9) in the operator product on the rhs of 
(ll) and sum over quantum numbers by using (3) and (8). 
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Then, we obtain the Ihs of (11). 
The matrix element of the state operator is seen in (II), 

as well as (9). In the angular momentum representation, it is 
transformed by virtue of the Wigner-Eckart theorem as 

(n'J'M'IA (nJM)ln + n'JoMo)· 

(n + n'JoliA +(nJ)lIn'J') 

X(J'M'JM;JoMo)l~2Jo + 1. (12) 

The reduced matrix element on the rhs is proportional to 
cfp4.5 and is called spectroscopic amplitUde. 

IV. REORDERING THE OPERATOR PRODUCT AA+ IN 
NORMAL PRODUCTS 

According to the prevalent prescription, reordering 
A (na}A +(m.8) in normal products requires first the expan­
sion of the operator product in the uncoupled form 
C) C2",Cn C n++ ) .. ·C ,;; + n' Wick's theorem is then applied 
and, finally, the resultant expression is arranged again in the 
form of state operators. 

In fact, reordering A (na}A +(mf3) results in a very sim­
ple form as summarized in the following theorem. 

Theorem 1: 

A (na)A +(m.8) 

}2 (nalA +(n - kr)A (m - ko)lmf3) 
kyfj 

XA +(m - kolA (n kr)( - l)mn+k, (13) 

where k runs over 0, 1, ''', min (m, n). It is rewritten as 

A (na}A +(mf3) 

') (nalA +(kt:Jln kr) (m - kolA (kt:)imf3) 
ktt" 
XA +(m - kO}A (n kr)( - lj(m-kxn k). (14) 

Proof: We use induction on both m and n. First, we 
prove (13) by induction on n with m being fixed to 1. The 
relation (13) in this case reads 

A (na)C / = C p+ A (na)( - l)n + (- W+) 

X}2(naIA +(n - lr)llf3)A (n tr). (15) 
y 

For n = 1, it is reduced to the commutation of C", and C l. 
Assuming (15) for n = N, let us show (15) for n = N + 1. The 
operator on the lhs of (15) for n = N + 1 is rewritten, by 
virtue of the conjugate of (11), as 

A (N + laIC /3+ 

= }2(N + lalA (Na')llt:)C"A (Na')C l I(N + 1). (16) 
a'" 

The relation (15) for n = N is substituted in A (Na')C / on 
the rhs. After rearranging the resultant expression by virtue 
of (9) and (11), we get from (16) the relation (15) for 
n=N+1. 

Next, we prove (13) for arbitrary n by induction on m. 
Assuming (13) for m = M, let us prove (13) for m = M + 1. 
Decomposing A + (M + 1.8) by virtue of (11), we rewrite the 
operator product A (na}A +(M + 113), seen on thelhsof(l3) 
for m = M + 1, as a sum of products A (na}A +(M.8 ')C £+ • 
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Substituting (13) for m = Min the product A (na)A +(M{3/) 
yields 

A (na)A +(M + 1{3) 

= I (nalA +(n - ky)A (M - k{3IlCE 1M + 1{3) 

XA +(M - MIlA (n - ky)C E+ ( - l)M(n + I) + k j(M + 1), 
(17) 

where the sum is taken over k,{3I' y, and E. Substituting (13) 
form = 1, i.e., (15)in the operator product A (n - ky)C / on 
the rhs, we get 

A (na)A +(M + 1{3) 

= I (na IA + (n - ky)A (M - k{3I)CE 1M + 1{3) 

X (n - kylA +(n - k -ly')A (1 -IE/)11E) 

XA +(M - k{3IlA +(1 -IE')A (n - k -11") 

X( _l)nM+n+M+lj(M + 1), (18) 

where the sum is taken over k, 1,{3I' y, y', E, E'. The value of I 
is restricted to be either 0 or 1. Let us rearrange the rhs 
separately for each value of I and subsequently sum over I. 
Then, we obtain from (18) the relation (13) for m = M + 1. 
The relation (14) is easily derived from (13) by using (3) and 
(7). 

V. RELATIONS AMONG OPERATOR PRODUCTS A + A 
ANDAA+ 

The relation ( 13) in the last section can be regarded as a 
relation among operator products A + A and AA +. A few re­
lations of this kind are shown here. 

Theorem 2: 

~ (m{3IA +(kr)A (IE)lna)A +(m{3)A (na) 

n-k 
= (m _ k)A +(ky)A (IE)o(m - k, n -I). (19) 

Proof: In case m - k =In -I, it is clearly satisfied. Let 
us consider the case m - k = n -I. By virtue of(3) and (7), 
we have 

A +(m{3)A (na) = ~PNA +(N - mo)lm{3) 

X (nalA (N - mo)( - l)(N- m)(m - n). 
(20) 

The lhs of( 19) is transformed, by using (20) to sum over a and 
{3, as 

The lhs of(19) = ~PNA +(N - mo)A +(ky) 

XA (/E)A (N - mo)( _ l)(N-m)(m-n). 
(21) 

Let us sum over 0 using (8). Then, we obtain (19). 
Previously, we derived (19) in the angular momentum 

representation using the first quantization formalism [(2.3) 
of Ref. 4]. 

It is easy to get from (19) 
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I(n - kylA +(n -la')A (m -1{3/)lm - kO) 
krli 

X (nalA +(n - ky)A (m - ko)lm{3)( - 1)1- k 

= 0 (I, O)8(a, a /)o/j3, {3 '), (22) 

where the sign on the rhs survives also in a boson system. 
The following theorem provides antinormal ordering of 

A +A. 
Theorem 3: 

A +(m{3)A (na) 

= I (nalA +(n - ky)A (m - ko)lm{3) 
krli 

xA (n - ky)A +(m - kO)( _ l)(m - kiln - k), (23) 

where k runs over 0, 1, ... , minIm, n). The sign on the rhs is 
replaced by ( - )k in a boson system. 

Proof: We show that the rhs will be transformed into the 
lhs. Let us substitute (13) in the operator product on the rhs, 
and sum over k, y, and 0 by virtue of(22). Then we obtain the 
lhs of (23). 

VI. COMMUTATION RELATIONS AMONG STATE 
OPERATORS 

The commutator of operator strings Band D is defined2 

by 

[B, D ] ± = BD - ( - l)bdDB, (24) 

where b (d) is the operator rank of B (D). It is shown that2 

[BD,F] ± =B [D, F] ± + (- l)df [B, F] ± D, (25) 

where/is the operator rank of F. Similarly, 

[B,DF]± =[B,D]±F+(-l)bdD[B,F]±. (26) 

It is easy to rewrite (13) and (23) in the forms 

[A +(m{3),A (na)] ± 

= - I/(naIA +(n - ky)A (m - ko)lm{3) 
krli 

XA +(m - ko)A (n - ky)( - l)k 

and 

[A (na),A +(m{3)] ± 

= - I/(naIA +(n - ky)A (m - ko)lm{3) 
krli 

XA (n - kr)A +(m - kO)( _ l)k(m+n+ I), 

(27) 

(28) 

respectively. The symbol 1:' indicates the sum excluding 
k = O. The last sign factor on the rhs of (28) is replaced by 
( - l)k in a boson system. 

Let us rewrite (27) using the contraction operator C de­
fined by 

C(A +(m{3)A (na)) 

= I[C k+' [Ck,A +(m{3)A (na)) ± ] ±. (29) 
k 

It is transformed as 
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C(A +(mp)A (na)) 

= l]A +(mp). cd ± [C:- ,A (na)] ± 
k 

= L(naiA +(n - lr)A (m - 1611mp) 
rl) 

XA +(m - lr)A (n - 16). (30) 

In the last step, we used (27). The rhs of (30) is just the k = 1 
term on the rhs of (27). The relation (27) compared with mul­
tiple applications of the contraction operator on 
A +(mp)A (na) yields 

[A +(mp),A (na)] ± = - +( -C)k(A +(mp)A (na))/kl. 

(31) 
VII. AN EXTENDED WICK'S THEOREM 

Any operator in the second quantization formalism can 
be expressed in terms of the operator string 

Op =A (ntat}A +(mtPt}A (nzaz) 
xA +(mzPz)···A (npap}A +(mppp) (32) 

under the convention (5). In case any of nt, m t, ... , mp is 
either 0 or 1, the operator Op reads the string made of C + 
and C. We extend Wick's theorem so that it could be applied 
to Op without any expansion into uncoupled C +'s and C's. 

In any expression of the present work, each Greek index 
subject to summation appears only in its bilinear form. See, 
e.g., (14). It reflects the fact that the expression does not rely 
on the way to specify the quantum number a. Further, the 
bilinear form in a such as :IaA ( + l(na}A ( + lIma) always im­
plies m = n, which allows us to regard a of (na) as being 
different from P of (mp) in case m=;fn. Under these situa­
tions, we safely adopt the convention to abbreviate the set of 
(na) as n. Each of n, m, etc., seen in the sign factor stands 
uniquely for the number of particles. 

Theorem 4: 

A (nl}A +(mt}A (nz}A +(mz} .. ·A (np}A +(mp) 

Lemma: 

A (ntJA (nz)···A (np}A +(m) 

= (- WL(ntIA +(st)l/t)(nzIA +(sz)llz)··· 

X (np IA +(sp)llp) (qlA (St}A (sz)··A (sp)im) 

XA +(q)A (/tJA (/z)··A (/p), 
where 

II = nj -SI' for i = 1,2, ... ,p 

and 

(33) 

(34) 

(35) 

The sum in (33) is taken over {SI }. The sign factor Y, charac­
teristic of fermions, is given by 

p p 

Y = L It(m - LS))' (36) 
1= I )=1 

Proof: We prove it by induction on p. The expression 
(33} together with (36)forp = 1 reads (14). Supposing (33) for 
p = t, let us derive it for p = t + 1. We replace nl' s;, I; (for 
any possible i) and q in (33H36) for p = I by new notations 
nl + I' SI + I' I; + I' and q', respectively. Both hand sides of(33) 
are then multiplied by A (n t) from the left. Using (14), we 
reorder A (n1)A +(q') involved in the rhs as 

A (ntJA +(q') = L(nIIA +(StJllt)(qIA (SI)iq') 
3, 

(37) 

After summing over aq• of(q'a,,), we obtain (33) together 
with (36) for p = I + 1. 

We present the extended Wick's theorem which is ap­
plied to the operator string (32) without recourse to decom­
position into C +'s and C's. 

= (- W2:(n I IA +(rll}A +(rzd .. ·A +(rptllkt)(nzIA +(rzz}A +(rn)· .. A +(rpz)lkz)· .. 

X(np IA +(rppllkp) (qt IA (rll}!mt)(qzIA (rzt}A (rzz)lmz) .. • 

X (qp IA (rpl}A (rpz) .. ·A (rpp}lmp)A +(qt}A +(qz) .. ·A +(qp}A (kt}A (kz) .. ·A (kp ), (38) 

and 

where 
I 

q, =m, - Lril 
j= t 

(39) 

(4O) 

The sum in (38) is taken over {r iI J. The sign factor F, charac­
teristic of fermions, is given by 

Proof: We use induction on p. The expression (38) to­
getherwith (41) forp = 1 reads (14). Supposing (38) forp = t, 
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I 
let us derive it for p = t + 1. On both hand sides of (38) for 
p = t, we multiply A (nt+ I}A +(mt+ t ) from the right. Subse­
quently, we reorder the following operator which is a part of 
the operator string on the rhs: 

A (ktJA (kz) .. ·A (kp}A (n t + l)A +(mt + 1 ). (42) 

To this end, the relation (33) for p = I + 1 is used with SI 

(i = 1, 2, ... t + 1) and n, (i = 1, 2, ... 1) in it being replaced by 
new notations r t + t " and k l , respectively. The sign factor 
that arises from reordering (42) is shown to be 
(F)p=t+ t - (F)p=t, by using (36). The expression (38) for 
p = I, multiplied by A (nt+ l)A +(mt+ t), is then transformed 
into (38) for p = t + 1 with the sign factor (41) for p = I + 1. 

By using (39) and (4O), the sign factor (41) is rewritten in 
terms of {q;, k l } as 
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p ;-1 p 

F= Irij I (qu + ku+ I) + Iq;kj + Irijruv, (43) 
jd u =j j<; 

where the last sum on the rhs is taken over i,j, u, and v under 
the condition 

i<:.v <j<:.u d<.p. (44) 

We interpret (38) together with (43) in the following 
way. In each term on the rhs of (38), rij times contractions 
between A (nj) and A +(m;) are done for any pair of i andj 
withj<:.i. The contractions require decomposition of the op­
erators as 

A (nj)~A (kj)A (rpj)A (rp_I)···A (r.u) 

X (nj IA +(r.u) ... A +(rp_l.j)A +(rpj)lkj ) (45) 

and 
A +(m;}---~A +(r;;)A +(r;.;_tl···A +(rrl)A +(q;) 

X (q;IA (ril)···A (r;.;_I)A (ru)lm;), (46) 

respectively. Ordering of A + 's and A 's on each rhs is along 
(11). The matrix elements on the rhs of(38) are attributable to 
those in (45) and (46). The operator string on the Ihs of (38), 
after the decompositions (45) and (46), is reordered, with 
contraction being neglected, as 

{A (kl)A +(qtl···A (kp)A +(qp)}{A (rptl 

XA (rp_l,tl···A (rl1 )···A +(rpp)A +(rp,p_tl···A +(rptll· 
(47) 

It implies that the operators A (ktl, etc., which are free from 
I 

Theorem 5: 

[Bp' A +(M)A (N)] ± 

contraction, are gathered to the Ifs. Reordering into (47) 
yields the sign factor, which is equal to the first term on the 
rhsof(43). The operator string A (kl)A +(ql)···A +(qp)of(47)is 
rearranged in the same order as seen on the rhs of(38), yield­
ing the sign factor equal to the second term of (43). Subse­
quently, we bring the pairs {A(rij) and A +(rij)) tobeconnect­
ed next to each other without affecting relative ordering 
between them. The pairwise arrangement for full contrac­
tions gives rise to the sign factor given by the last term of (43). 

VIII. AN EXTENDED CONTRACTION THEOREM 

The contraction theorem is applied2 to the commutator 
of a pair of strings Band D made of C +'s and C's. The 
theorem is summarized as2 

[B, D ] ± = -!!!]- /!!1- ... , (48) 

where the symbolUindicates a possible single contraction, 
one from the string B and the other from D. 

Let us extend (48) so that operators appearing in the 
theorem could be written in terms of state operators. Corre­
sponding to B in (48), we consider the operator string 

Bp =A +(mtJA (nl)A +(m2)A (n2)···A +(mp)A (np), (49) 

which is a general form of the string made of state operators 
as Op of (32) is. To simplify the discussion, the operator cor­
responding to Din (48) is restricted to the form A + A. This 
restriction, which is easily removed, does not matter for 
practical purposes cited in Ref. 2. 

= - I'(OIA (ktJA (k2)···A (kp)A (M - Kp)IM)(NIA +(N - Lp)A +(lp) ... A +(/2)A +(/1)10) 

X (m l -IliA (ltllml)(nIIA +(ktlln l - k l )(m2 -/21A (/2)lm2) (n21A +(k2)ln2 - k2) X··· 

X (mp -Ip IA (lp)lmp )(np IA +(kp)lnp - kp)A +(ml -/tJA (nl - ktJA +(m2 -/2)A (n2 - k2)···A +(mp -Ip) 

XA (np - kp)A +(M - Kp)A (N - Lp)( - I)Gp
, (50) 

where 
p 

Kp = Ik;, (51) 
;=1 

p 

Lp = II;. (52) 
;=1 

The sign factor Gp in fermion and boson systems are given by 

p 

Gp =M(Kp +Lp) + L(m; -I; + n; - k;) 
;=2 

i p i 

X Lkj-I + I(m; +n;)I/j , 
j=2 ;=1 j=1 

(53) 

and Gp = ( - 1)\ respectively. The sum l;' on the rhs of (50) 
is taken over kl' II' k2' 12, ... , kp, Ip except vanishing ofthese 
arguments at the same time. 

Proof· We use induction onp. The relation (50) for p = 1 
reads 
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I 
[A +(mtJA (ntl, A +(M)A (N)] ± 

= I'(k IA (M - k)IM)(NIA +(N -/)11) 
kl 

x(ml-/IA(l)lml)(nIIA +(k)lnl-k) 

XA +(ml -/)A (nl - k)A +(M - k)A (N-I) 
X ( - l)M(k + /) + (m, + n,)l, (54) 

which is easily proved by using (25)-(28): In a boson system, 
the sign on the rhs is replaced by ( - l)k. Let us assume (50) 
for p = q and prove the same relation for p = q + 1. Using 
(25), we transform the expression on the lhs of (50) for 
p=q+1as 

[Bq+ J>A +(M)A (N)] ± 

= Bq [A +(mq+ I)A (nq+ tl,A +(M)A (N)] ± 

+ [Bq,A +(M)A (N)] ±A +(mq+l)A (nq+tl 

X( _1)(mq + 1 +nq + I )(M+N). (55) 

Let us apply (54) and (50) for p = q to the first and the second 
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terms on the rhs, respectively. Rearranging the second term 
yields the operating string 

A +(ml -11)A (n l - kl) .. ·A (nq - kq}A +(M - Kq) 

XA (N - Lq}A +(mq+ I)A (nq+ I)' 

Its last four A +'s and A 's are rearranged as 

[A +(mq+ 1 \A (nq+ I)' A +(M - Kq\A (N - Lq)J ± 

- A +(mq+ I}A (nq+ I}A +(M - Kq}A (N - Lq) 
X( _l)(mq+l+nq+l)(M-Kq+N-Lq)+l, 

(56) 

(57) 

which is rewritten again by using (54). After these modifica­
tions of the rhs of (55), we obtain (SO) for p = q + 1. 
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Note that operators A +'8 and A 's on the rhs of (50) are 
arranged in the same order as those of Bp given by (49). In 
case normal ordering of them is required, the extended 
Wick's theorem (38) is subsequently applied. 
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A reduction relation for the trace of an operator product consisting of C + 's and C 's is derived in 
the truncated space of n fermions or n bosons being distributed over definite orbits. The state 
operator formalism (derived in a preceding paper) is fully used so as to perform normal ordering 
(or contraction) of coupled C +'s and C's in the operator string with the least destruction of the 
preexisting coupling. 

I. INTRODUCTION 

In the analysis of nuclear spectra, many worksl
- 7 have 

been devoted to the trace of an operator in such a truncated 
space as n particles being distributed over definite orbits. 

The n-body trace of an operator is related to few- or 
several-body traces of the same kind. l However, this proper­
ty, called propagation of the operator average, is not suffi­
cient to reduce the n-body trace in the form of the possibly 
simplest matrix elements. In Refs. 2 and 3, the n-body trace 
of the fourth power of a two-body interaction was expressed 
as a sum of quartic products of interaction matrix elements 
by using new relations among cfp's (coefficients of fractional 
parentage),2 while propagation of the average leaves three­
and four-body traces of the operator as parameters. 

Ginocchi04
•
5 extended the above consideration to an n­

body trace of a product operator. An advantage to his pre­
scription is that it can be performed without reordering the 
operator in normal products. However, his prescription is 
insufficient at least in two points, which still subsist in its 
reformulation by Chang and Wong.6 First, the trace of any 
boson operator cannot be treated. The fully occupied state, 
characteristic of a fermion system, plays a crucial role in Ref. 
6, which cannot be applied to a boson system. Second, con­
traction of operators in Refs. 4-6 forces the decomposition 
of any coupled form of creation operators C + 's and of anni­
hilation operators C's into uncoupled forms. After contrac­
tion of operators, resultant uncoupled C + 's and C 's are to be 
coupled again. These are much entangled because of n-j sym­
bols, Pauli principle among particles, etc. 

In this paper, we present a reduction relation for the 
many-body trace of an operator product that consists of cou­
pled C + 's and C 's, removing the above-stated defects of Gin­
occhio's prescription. To derive it, we make use of the state 
operator formalism in a preceding papers where composi­
tion among coupled C +'s (or C's) is incorporated into nor­
mal ordering among coupled C +'s and C's. Since this pre­
ceding work is based merely on the usual (anti) commutation 
rules of C + and C, the resultant reduction relation is applied 
to fermions and bosons completely alike. Normal ordering 
(or contraction) of coupled C+'s and C's in the operator 
string costs the least destruction of the preexisting coupling, 
and is described in terms of matrix elements. 

A diagrammatic representation is available for the re­
duction relation A line in the present diagram implies not a 

single C + or C but a cluster of coupled C + 's or C's. 
The reduction relation makes it easy to evaluate mo­

ments of energy spectra in a many-body system. Its applica­
tion to the analysis of nuclear spectra involving bosonlike 
excitation is in progress. 

In Sec. II, the state operator formalism is summarized 
together with notation conventions. Section III is devoted to 
a theorem presenting a reduction relation for an n-body 
trace. In Sec. IV, the reduction relation is illustrated by 
means of a diagrammatic representation. In Sec. V, the re­
duction relation is transformed into other forms. In Sec. VI, 
a few remarks on trace evaluation are given. 

II. THE STATE OPERATOR FORMALISM 

Here is a summary ofthe state operator formalismS to­
gether with notation conventions. 

Let { Ina) J be an orthonormal and complete set of the 
n-fermion or n-boson wave functions spanning a truncated 
space. As an operator consisting of C +'s ofthe order n, the 
state operator A + (na) is introduced that, acting on the vacu­
um, creates the wave function Ina). We postulate that 
A + (n = 0) = 1. The conjugate of A + (na) is denoted as 
A (na). 

Any expression in the present work does not rely on the 
way to specify the n-body orthonormal bases {Ina) J. As a 
consequence, each Greek index subject to summation ap­
pears only in its bilinear form. Further, a form such as 
l:aA + (ma) A + (na) never appears ifm:;6n. The quantum 
number a of (na) is then treated as being different from P of 
(mp) in the case m :;6n. Under these situations, we safely ab­
breviate the set (na) as n, and do without any explicit Greek 
index in many of the expressions. It remarkably condenses 
notations. Each of n, m, etc., appearing in sign factors and 
binomial coefficients, stands uniquely for the number of par­
ticles. 

State operators satisfy the composition ruleS 

A +(n)A +(m) = I(n'IA +(n)lm)A +(n'), (1) 

where n' = m + n due to conservation of the number of par­
ticles in the matrix element. It is short for 

A +(na)A +(mp) = I(n'yIA +(na)lmp)A +(n'y). (1') 
r 

A pair of boson operators A + (n) and A + (m) commute with 
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each other, while commuting the fermion operators A +(n) 
and A +(m) yields the sign ( - l)mn. Reordering a pair of 
fermion operators A (n) and A +(m) in normal products is ex­
pressed ass 

A (n)A +(m) = L(nIA +(k)ln')(m'IA (k)lm) 
k 

XA +(m')A (n')( - l)m'n', (2) 

where n' = n - k and m' = m - k in the same sense as seen 
in (1). So far as the present work is concerned, every expres­
sion for a fermion system is formally translated into a boson 
system if any sign factor involved in the former is deleted in 
the latter. (This is not valid in case the expression concerns 
antinormal ordering which is not involved in the present 
work.) For example, the relation (2) is applied to a boson 
system if the sign ( - 1 )m'n' in it is deleted, though allowed 
values of n and a are very different between fermion and 
boson systems. 

asS 
p 

We adopt the conventions 
b b 

L =0 and II = 1, fora>b. (3) 
i=a i=a 

Wick's theorem is extended to a string of state operators 

II A (n;) A +(m;) 
;=1 

= (-ltL tVI (q; 1 SUI A (ris)lm;)A +(q;)} 

xtVI (njl{I/ +(rlj) 1 kj)A(kj )}, (5) 

where the sum is taken over {rij}. The sign factor F, charac­
teristic of a fermion system, is given by 

The relation (5) for p = 1 reads (2). In case any of {m;} and 
{n;} is either 0 or 1, the relation (5) reduces to the prevalent 
Wick's theorem of time-independent form. Matrix elements 
of A (rij) and of A +(rij) imply rij times contractions between 
A +(m;) and A (nj ). 

A basic relation for state operators is 

~A +(na)A (na) = (:), (7) 

where n indicates the number operator. By using (1) and (7), 
it is shown that 

LA +(na)A +(mp)---A (mp)A (na) 
a{J 

(
m+n) = n ~A+(m+nY)---A(m+ny), (8) 

where there can be any operator at ---. 
The number of single particle orbits is denoted as N: In 

the case of a spherical orbit j of identical fermions, 
N = 2j + 1. We defineMby 

M = N for fermions and M = - N for bosons. (9) 
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The binomial coefficient in M for bosons implies, for exam­
ple, 

(M ;a) = (-~ -a) = (N +a;b -1) (_l)b. 

Use of Min placeofNunifies, as suggested by (4.12) of Ref. 7, 
an expression for fermions and the corresponding one for 
bosons. 

III. A REDUCTION RELATION FOR MANY-BODY TRACE 

An operator of interest in the trace evaluation is a pow­
er of the Hamiltonian which may contain, in general, many­
body interactions among different kinds offermions and bo­
sons. We rearrange the power of the Hamiltonian as a sum of 
operator products separable for each kind of particles. The 
operator string of our interest is then of the following form of 
identical particles: 

(C +C + ---C +)(CC---C)---(C +C + ---C +)---. (10) 

We further rewrite it in terms of the string of state operators 
p 

Op = II A +(m;)A (n;) =A +(ml)A (nt)···A +(mp)A (np),(ll) 
;=1 

where any of {m;} and {n;} can be zero. We consider only 
the number conserving part of Op because the other part 
does not affect the trace. The maximum particle rank of 0 p is 
denoted as up: 

(12) 

The uncoupled representation (e.g., the m scheme) is used to 
arrange state operators involved in 0p' while each of the 
state operators is written in the framework of a coupled rep­
resentation (e.g., the J scheme). 

The purpose in this section is to get a reduction relation 
for the n-body trace of OF" For p = 1, the result is simply 
written as 

(M-m) L (nalA +(mp)A (my)lna) = 8(f:J,y) n _ m . 
a 

(13) 

The results for fermion and boson systems were discussed in 
Refs. 1 and 7, respectively. Extension of(13) to a general Op 
is summarized in the following theorem. 

Theorem: 

L (naIOplna) = L I ( ~ - UPR ) 
a n up + p 

(14) 
where Ip is the operator string defined by 

p ;-1 

X II A (su) II A (r;,). 
1=;+1 ,=1 

(15) 

Indices i andj ofrij(sij) are defined under 1 <j < i<p. The sum 
of{ rij} is denoted as Rp: 

Rp = Lrij' 
i>j 
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The sign factor Y (p,rs), characteristic offermions, is given by 
P q-I I m-I 

Y(p,rs) = L L L L {Sqm(Sjk + rl+ I,k) 
q 3j 2m 2k=1 

+rq,m_dSlk +rl,k_I)j. (17) 

The sum on the right-hand side (rhs) of (14) is taken over 
{ r Ii,s Ii;i > j} under the restriction 

p 

el = nl - L rit 
]=1+1 

pi-I 
=ml - L S/j - L rit>O, 

1=1+ I 1= I 

(18) 

(181
) 

which expresses conservation of the number of particles in 
the matrix element of Ip between (ntl and Im l ). 

An example: The expressions (14) and (17) for p 3 
read 

~ (nallI
I 
A +(mj)A (nl)lna) 

= Lie ~U3 :3R) I 

and 

x (ndA +(r2tlA +(r3tlA (SZI)A (S31)jm l ) 

X (n21A +(r32)A +(S21)A (S3Z)A (r21)lm2> 

x (n31A +(S31)A +(S32)A (r31 )A (rdlm3>t - 1)Y(3,1'S) 

(19) 

Y(3,rs) = S2IS32 + S32r31 + r31s21 , (20) 

respectively. Notice that the expression (19) involves (13). 
ProofWeuseinductiononp. Thecasep = 1 reads (13). 

Supposing (14) for p = q, let us prove it for p = q + 1. By 
using (1) and (2), the operator ON I is rearranged as 

Op+ 1 = Oq lA +(mq)A (nq)A +(mq+ I)A (nq+ I) 

= Oq I ~A +(m;)A (n;) 

x(m;IA +(mq+l -k)lmq) 

X (nq IA +(k)A (nq + din;) 
X (mq+ I - k IA (k )Imq+ 1)( - I)Xl, (21) 

where the sign factor Xl' characteristic offermions, is given 
by 

(22) 

The operator 0 q _ I for q = 1 reads 1. We notice that 
m; = mq + mq + I k, etc. The rhs is a sum of operators, 
each of which has the same form as Oq with the maximum 
particle rank being Uq + 1 k. We apply (14) forp = qtothe 
trace ofOq + 1 written in the form of(2I). It then follows that 

q-I 
X II (nlllq(i,rs)lml ), (23) 

1=1 

where 
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and 

Gk = ( - I)X, L(mq+ I k IA (k,B)jmq+ I) 
fJ 

X(nqlA +(k,8)l'lmq) (24) 

I' = A (nq+ d Cfl: A + (Sqj ) :U:1
1 
A (rqj)}A +(mq+ I - k). 

(25) 

We rearrange I' in normal products using the extended 
Wick's theorem (5), and put the resultant expression into 
(24). Then, 

Gk = L Cfl: (s;jIA (wl)lsql) (rqi IA +(r;t)jtj)} 

XL (nq IA +(k,B)A +(to - kr) 
fJr 

X Cflll A +(S;j)}A (wo{U:: A (r;r)} lmq) 

x(nq+ll Cfl: A +(Wj)}A +(wo) 

X Cfl: A (tl)}A (to - kr)A (k1nlmq+ I) 
x( - 1)'0- k+ x,, (26) 

where conservations of the number of particles in the last 
two matrix elements give the same restriction expressed as 

q I 

mq + 1 - nq + I + Wo - to + L (Wj - tl ) = 0. (27) 
j I 

Latin indices that are independently summed over on the rhs 
of(26) are to and {s;or;j>/j,wl ; i 1.2 ..... q - lJ. The sign on 
the rhs of (26) is to be deleted for a boson system. The factor 
X 2 in it is given by 

q-l 1-1 q-l I-I q-l 
X2 = L WI L S;] + L II L r;] + Wo L tl 

;=2 j=1 I 2 i=1 ;=1 

(28) 

Summing over,8 and r in (26) by virtue of (8). we put the 
expression of Gk into (23). Subsequently, Greek indices at­
tached to {sqj>rqj;i = 1.2, .... q l} are summed overby using 
( 1) such that 

(29) 

where the matrix element and A (Sq/) are contained in Gk and 
Iq (i,rs), respectively. Let us change notations in (23) such that 

(30) 

According to (30), arguments rqj ( r;j + tl) and Sqj appear­
ing in Y(q,rs) are replaced by rqi + rq + 1,1 and Sql + Sq + 1,1' 

respectively. Similarly, the argument Rq of the binomial co­
efficient is replaced by Rq + I rq + I,q' The expression (23) is 
now of the form 
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L (naIOq + I Ina) 
a 

{ I ( 
M - uq + I + k ) I 

= L ~ n - uq+1 +k +Rq+ I -rq+I,q 

(31) 

where the signs are characteristic of a fermion system. The 
sign factor X3 is given by Xz + Y(q,rs) being rewritten in 
terms of new notations (30) and is shown to agree with 
Y(q + l,rs). The sum over k in (31) is done by using, for a 
boson system, 

(32) 

and, for a fermion system, 

L(a+k)(c)(_I)C+k=( a), 
k b+k k b+c 

(33) 

which follows from a Vandermonde convolution (32) with a 
in it being replaced by - a + b - 1. The expression (31) is 
then written as (14) for p = q + 1. Q.E.D. 

Another proof of (14) is by means ofa deductive one. It 
is summarized as follows. We start from reordering Op in 
normal products, using Wick's theorem (5). Next, the rela­
tion (13) is applied to the normal products so that the trace of 
Op could be expressed in terms of the k-body trace of a k­
body operator, where k = O,I, ... ,up • We transform each of 
the traces as 

~ (kalI;I A + (rj)1} A (Sj)I ka) 
= (011} A (Sj) I;I A +(rj)lo). (34) 

Wick's theorem (5) is used again for normal ordering of the 
operator string in the rhs matrix element. After somewhat 
lengthy rearrangement of the resultant expression, we obtain 
(14). 

IV. A DIAGRAMMATIC REPRESENTATION OF 
THEOREM (14) 

Here, implication of Theorem (14) is stated by means of 
a diagrammatic representation. 

In Fig. 1 is shown the diagram for (19), i.e., (14) with 
p = 3, as an example. On each vertex of a hexagon, we set up 
the index of each state operator involved in Op = 3' We then 
draw, with the same index, an external line directed inward 
to or outward from the vertex according to whether the oper­
atoI'isA + or A. The polygon reflects invariance of the trace 
under any cyclic permutation of state operators. An internal 
line is drawn from the vertex mj to nj for any possible pair of 
i andj. It implies contraction between A +(m;) and A (nj ). 

Indices sji,e j , and r ij are assigned to the lines in the cases i <j, 
i = j, and i > j, respectively. The number of particles is con­
served at each vertex, as given by (18). The arrangement of 
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FIG. 1. The diagrammatic representation of (19). the reduction relation for 
the trace of an operator product Op = 3' 

state operators of Ip (i,rs), defined by (15), is along a clockwise 
ordering ofline indices starting from the external line nj and 
ending at the line m j • The set of nodes inside the polygon 
represents the sign factor Y (p,rs). There are three nodes in the 
hexagon of Fig. 1. These arise from the intersection of lines 
(s21,sd, (s32,r3 J!, and (r31 ,sZI)' which leads to (20). For the case 
of 0 p = 4' there will appear 16 nodes inside an octagon. These 
reproduce correctly the sign factor (17) for p = 4. 

The present diagram is incorporated into the graphical 
method for angular momentum.9 Let us consider, for exam­
ple, the trace of the third power of an interaction. It is illus­
trated in the diagram of Fig. I with the external lines mj and 
nj being joined for each i, as the interaction is scalar. The 
diagram in the case of ej = 0 for all i's has the same form as 
the graph for a 9-j symbol. We have checked that the dia­
gram actually represents the termZ,3 (V)3 which is a 9-j sym­
bol multiplied by cubic products of interaction matrix ele­
ments. 

There is another interpretation of the sign factor (17). 
Let D be the following operator defined in (15): 

p 

D = II Ip(p - k + I,rs). (35) 
k=1 

In the diagrammatic representation, the operator D is ex­
pressed as a counterclockwise ordering of {r ij} and {sij} 
around the center of the polygon. We bring the pairs 
{A +(rij),A (rij)) and {A + (sij)'A (sij)) so as to be connected 
next to each other without affecting relative ordering 
between pairs. This is the same manipulation demanded in 
the prevalent Wick's theorem to obtain the proper sign. We 
obtain (17) by expressing full contraction of D in terms of the 
pairwise arrangement. 

Summing over i on both sides of(18) yields 

Ep==Lej =up -Rp -Sp, 
j 

where 

Sp = LSij' 
i>j 

(36) 

(37) 

Comparing (14) with the result by Ginocchio,S we see that 
Rp,Ep, and Sp in the former correspond to the numbers of 
right, self, and left contractions in the latter, respectively. 
The argument t in Ref. 5 implies up - Rp here. 
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v. MODIFICATION OF THEOREM (14) 

We can rewrite (14) as 

~ (na I jUI A (nj)A +(mj)lna) 

= L 1 (~~;:)I LUI (njIIp(i,rs)lm j )} 

(38) 

The sign factor Y(p,sr) is given by (17) with rij and sij in it 
being interchanged. It is easily shown that 

p 

Y(p,rs) + Y(p,sr) = L (n j - ej)(mj - ej) j=1 
+ an even number. (39) 

The relation (38) is deduced from (14) for Op+ I with 
A +(ml = 0) and A (np + I = 0). The product operators 
(Ip (i,rs) I, defined by (15), have a symmetry under inter­
change of rij and sij' as easily seen in (19), such that 

p II (n j IIp(i,rs)lmj)( - I)Y(P,rs) j=1 
p 

= II (mjIIp(i,sr)ln j )*( _l)Y(P,sr)+Z, (40) j=1 
where the sign factor Z, characteristic of fermions, is given 
by 

Z=R +S + ~ (mj _nj )2 
p p + 2 

(41) 

To get (41), we have used (18) and (39). Let us apply (40) to 
each term on the rhs of (14) in case Rp in it is larger than 
[ Up 12 ], the largest integer contained in upl2. Then, we ob­
tain 

L (nalOp Ina) 
a 

+(_I)ZI( ~-UPs)l.fI (mjIIp(i,rs)ln j )*} 
n Up + p 1= I 

X( -1)Y(p,rs)[1 +t5(Rp,[upI2])] -I. (42) 

The sum over Rp on the rhs is restricted to Rp";; [upI2], 
while in (14)Rp <up. This result is easily checked for the case 
ofOp =3 by using (19). 

Ginocchios got a relation similar to (42). However, it is 
applicable only to a fermion system and is restricted to the 
operator given by a product of number-conserving opera­
tors. 

VI. REMARKS 

A few remarks are given on using the reduction relation 
(14) or (38). 
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(I) The trace for n = 0 gives the vacuum expectation 
value of the operator: 

(01 jUI A (nj)A +(mj)lo) 

= (- It' jUO (0 I iII A (rij)lm j ) 

X JII (nk 11Uk A +(r1k)lo), (43) 

where the sign factor characteristic of fermions is given by 

F' = L rabrcd under l..;;b<d..;;a<c<.p. 
abed 

The same result is obtained directly from (5). 
(II) In the prescription of Refs. 4 and 6, unitary scalar 

decomposition should be done prior to the trace evaluation. 
The decomposition implies expressing of (11) as a product of 
commutable pairs of A +(mJ and A (n j ). The present pre­
scription (14), as well as that of Ref. 5, does not require such a 
decomposition prior to the trace evaluation. The unitary sca­
lar decomposition implies the lack of self contraction, i.e., 
ej =0. 

(III) Inorder to evaluate the trace of H 2, where H is the 
sum of a one-body term T and a two-body interaction V, it is 
usually required to evaluate separately traces of T 2, V 2

, and 
TV, which are different from each other in {m j I and (n j I of 
(11). In fact, we do this without decomposingH 2 into T2, etc. 
We have only to replace Tby its equivalent two-body opera­
tor (n - I)T I(n - 1), where n is that of the nobody trace. The 
Hamiltonian is then cast into the form of two-body interac­
tions only. This manipulation is contrary to the unitary sca­
lar decomposition. In the latter, the number operator n in­
volved in T and V is extracted, while in the former it is 
attached to T. 

(IV) The operator A +(n a = u)specifiedbytheseniority 
u of identical particles can be expressed in terms of the opera­
tor productl° A +(n - u,O)A +(u,u). each of which is much 
easier to handle in comparison with A +(n,u#n). Incorporat­
ing this and (14) makes it possible to evaluate the seniority­
fixed trace. 
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Recent work on the two-dimensional inverse scattering problem for the SchrOdinger equation has 
resulted in a generalized Marchenko integral equation. The main result of this paper is that the 
integral operator appearing in this Marchenko equation is of Hilbert-Schmidt type. A result of 
Newton's shows that its spectrum therefore consists of point eigenvalues whose moduli are at 
most 1. 

I. INTRODUCTION 

The inverse scattering theory for the one-dimensional 
SchrOdinger equation is now well understood. It is known 
that the potential can be recovered from the solution to the 
Marchenko integral equation. Moreover, it is known that 
this Marchenko equation has a unique solution. 1 

With the success of the one-dimensional inverse scatter­
ing theory came a renewed interest in generalizing the one­
dimensional methOds to higher dimensions. Perhaps the 
most successful of the three-dimensional methods is the the­
ory worked out in Newton's series of papers. 2 He found that 
a three-dimensional (nonsymmetric) potential could also be 
recovered from the solution of a generalized Marchenko 
equation. Moreover, he showed that the operator appearing 
in this Marchenko equation is the square root of a Hilbert~ 
Schmidt operator and is therefore compact. Compactness, in 
tum, implies that the spectrum is bounded in modulus by 1. 

Much of the two-dimensional theory has been worked 
out.3 Again there is a generalized Marchenko equation 
whose solution leads to the potential. The present paper, 
which is a continuation of earlier work,3,4 contains the proof 
of the compactness result for the two-dimensional Mar­
chenko operator. We shall see (Theorem 5.8) that this opera­
tor is actually of the Hilbert-Schmidt type. As in the three­
dimensional case, this implies that the spectrum is bounded 
in modulus by 1. 

The plan of the paper is as follows. The first section 
summarizes basic information about two-dimensional scat­
tering and inverse scattering. Here the main result of the 
paper is precisely stated, and conclusions are drawn from it. 
The remainder of the paper is devoted to proving the com­
pactness result. Compactness basically depends on the be­
havior of the wave function as a function of the energy vari­
able k. Section II contains results showing that this 
dependence is smooth and well-behaved for large energies. 
The behavior near zero energy, however, is complicated by 
the divergence of the relevant fundamental solution. This 
small-energy behavior is investigated in Sec. III. Section IV 
is chiefly composed of a number oflemmas assembling infor­
mation from Secs. II and III into preliminary estimates that 
are used in the proof of Theorem 5.8. 

-I This is based on the author's Ph.D. thesis, "Quantum Mechanical Scatter­
ing and Inverse Scattering in Two Dimensions," Indiana University, 
1982. 

blpermanent address: Department of Mathematics, Duke University, Dur­
ham, North Carolina 27706. 

II. PRELIMINARIES 

This paper is a continuation of earlier work (see Refs. 3 
and 4). We will use the same notation, and we will refer to 
equations and results of Refs. 3 and 4 by means of the pre­
fixes I and II, respectively. The following facts are recorded 
here for quick reference. 

Scattering solutions of the Schrodinger equation are de­
fined by the Lippmann-Schwinger equation 

1/J± (k, 0, x) = exp(ikO. x) 

+ J G( ± k, Ix - yl )V(y)1/J± (k,O,y)d2y, 

(2.1) 

where ° denotes a unit vector in R 2, and G is 

G(k, r) = - (i/4)H~)(kr). 

The function 5± (k, 0, x) = I V(x)1 1/21/J ± (k, 0, x) satisfies 

5 ± (k, 0, x) = 5°(k, 0, x) + K ± (k)5 ± (k, 0, x), (2.2) 

where 

5°(k, 0, x) = I V(X)11/2 exp(ikO . x), 

K± (klf(x) = J iV(x)1 1/2G( ± k, Ix - yl) 

X Vl/2 (ylf(y)d 2y, 

VI/2 (y) = V(y)iV(y)I- 1/2. (2.3) 

Henceforth we will usually assume that Vbelongs to L lnL 2. 

Under this hypothesis, for each k ;6 0, the function 5 (k, 0, x) 
is an L 2 function of x, and the L 2(X) norm is uniformly 
bounded in 0. We will also assume throughout that the oper­
ator K never has the eigenvalue 1. The following hypothesis, 
which depends on the integer i, will frequently be useful. 

Hypothesis (Fj ): Let Vbelong to L 2, and suppose that 
forsomexo, I V(x)l, IV V(x)i, and 1..1 V(x)1 are all bounded by 
F ( Ix - Xo I), where F is a positive decreasing function satis­
fying 

and 

(a) Loo F (r)1 dr<.y < 00, 

(b) for some c> 0 and some E with 0 < E <!, 
F(r)<cr- 1 +£ near r = O. 

Such hypotheses, which were also used in Ref. 3, pre­
vent certain pathological behavior of V; in particular they 
require the decay of Vat infinity to be uniform in all direc-
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tions. Moreover, V must be bounded and continuous at xo' 
For example, near xo, V may behave like 
Ix - x01 1 + E + const. 

The data for the inverse scattering problem is the scat­
tering amplitude 

A (k, (), ()') = J exp( - ik() . x) V (x)tP(k, ()', x)d 2X. (2.4) 

Solution of the inverse problem proceeds via the Marchenko 
equation 

1](a, (), x) = Loo f Mx (a + {3, (), () ')1]If3, () , ,x)d() , d{3 
° Js' 
+ f Mx (a, (), () ')d() " 

Js' 
(2.5) 

where 

Mx( y, (), ()') 

and 

= i(8r)-' J: 00 exp[ik {y + (() + ()'). x}] 

X (sgn k)A (k, - () " () )dk, (2.6) 

1]( y, (), x) = (21T)-1/2 J: 00 exp( - ika) [t/I(k, (), x) 

xexp( - ik .x) - l]dk. (2.7) 

We note that x appears only as a parameter in (2.5); hence­
forth we shall drop the SUbscript x. 

Definition:Let the operator JI: L 2(R + X S I) 
.,-+ L 2(R + X S I) be defined by 

Jlf(a, ()) = Loo f M(a +{3, (), ()'ifIf3, ()')d()' d{3, 
° Js' 

(2.8) 

where M is defined by (2.6). Here, JI is the operator of the 
Marchenko equation (2.5). 

The purpose of this paper is to present the proof of the 
following result, which is finally proved in Sec. V. 

Theorem 5.8 (compactness): Let V E W 3
•
1 with 

Slxl 4 1 V(x)ld 2X < 00. Suppose also that Vsatisfies hypothesis 
(F2 ), and that V has no bound or half-bound states. Then the 
integral operator JI occurring in the Marchenko equation is 
a Hilbert-Schmidt operator on L 2(R + xS I). 

Newton2 has shown that if JI is compact, then its spec­
trum is in fact contained in the interval [ - 1, 1]. Thus if JI 
has neither the eigenvalue 1 nor - 1, then JI is a contrac­
tion and the Marchenko equation can be solved by iteration. 

The above theorem allows us to apply Fredholm theory 
to the Marchenko equation, and, if the spectrum of JI does 
not contain the point 1, to obtain a solution 1](a, (), x) belong­
ing to L 2(R + xS I) for each x. The potential can then be re­
covered by means of the formula 

V(x) = -2()·Vx1](0,(),x). 

III. SMOOTHNESS 

In this section we investigate the k differentiability of 
the wave function. 

We first estimate the Hilbert-Schmidt norms of the first 
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and second derivatives of the integral operator K (k). Close 
examination of the proof of the analytic Fredholm theoremS 
then shows that differentiability of K (k ) implies differentia­
bility of(I - K (k )) '-I. These facts not only show us that the 
wave function is indeed differentiable, but also give us inte­
gral equations that the derivatives satisfy, equations which 
in turn give us estimates on the derivatives. 

Proposition 3.1: Let V belong to L 2, with 
slxll V(x)ld 2x = M < 00. Then theL 2-operator-valuedfunc­
tion K (k ) with kernel 

K(k, x,y) = - (i/4)IV(x)I'/2H~)(k Ix - yl)V1I2(v)' 

is differentiable for k # 0, the derivative K ' having the kernel 

a 
ak K(k,x,y) 

= ( - i/4) I V(X)II/2Ix - YIH~')(k Ix - yl)v 112 (y). 
(3.1) 

The Hilbert-Schmidt norm of the derivative satisfies 

IIK'(kllIHS<ck-'IIVII, + c(MIIVII, k)'I2. (3.2) 

Proof Differentiability follows from the dominated 
convergence theorem once (3.2) has been proved. The esti­
mate (3.2), however, follows easily from the asymptotic be­
havior of HI' Q.E.D. 

Proposition 3.2: Let VbelongtoL 2 with SIV(x)lIxI 4 d 2x 
finite. Then theL 2-operator-valued functionK '(k) with ker­
nel (3.1) is continuously differentiable for k #0, the deriva­
tive having kernel 

K "(k, x,y) = - (i/4) I V(X)II/2Ix - YI2[Ho(k Ix - yl) 

- H 2(k Ix - yll) V 112 (y). 

The Hilbert-Schmidt norm of the derivative satisfies 

11K "(k )IIHS <ck -2, (3.3) 

where c is a constant depending on v. 
Proof The proof is similar to that 

3.1. 
of Proposition 

Q.E.D. 
Corollary 3. 3: Suppose V satisfies the hypotheses of Pro­

position 3.1. Then for k > 0, (I - K (k ))-1 is a continuously 
differentiable operator-valued function of k. If V satisfies the 
hypotheses of Proposition 3.2, then (d 21dk 2)(1 - K (k ))-1 is 
continuous for k > 0. 

Proof A straightforward generalization of the proof in 
Ref. 5, p. 201, shows that differentiability of K implies that of 
(I -K)-'. Q.E.D. 

Corollary 3.4: Let Vbelong to L 2 with Slxl21 V(x)ld 2x 
finite. Then for all () the function 5 (k, (), x) is a continuously 
differentiable L 2-valued function of k. If in addition 
Slxl 4 1 V(x)ld 2X is finite, then 5 has a continuous second deri­
vative in L 2(X). 

Proof: Derivatives of 5 can be computed from the equa-
tions(k, (),x) = [I -K(k)]-'so. Q.E.D. 

Corollary 3.5: Let Vbelong to L 2 with Slxl21 V(x)ld 2X 
finite. Then 5' = (d 1 dk )5 satisfies 

5' = () .xso +K'(k)s +K(k)s'· (3.4) 

If, in addition Slxl 4 1 V(x)ld 2x is finite, then 5" satisfies 

5" = (() .X)2S0 + K"(k)s + 2K'(k)s' + K(k)s"· 
(3.5) 
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Proof We differentiate Eq. (2.2). Q.E.D. 
Corollary 3.6: Let Vbelong to L 2 with SIxl 21 V(x)ld 2x 

finite. Then for k>ko > 0, lis 'lk lIlz is uniformly bounded. 
Proof From Eq. (3.4) we obtain 

Ils/(k )112 <11(1 - K)-III 

x(I IxI
2
1V(x)ld

2
x+ IIK

l

lllls(k)1I2). 

We then use Propositions 1.1.1 and 3.1. Q.E.D. 
Corollary 3.7: Let Vbelong to L 2, with SIxl 2 1 V(x)ld 2X 

finite. Then for k>ko> 0, lis 'lk, 8, x) - 8 . xs ° 
(k, 8, xlllz<ck -1/2. 

Proof From (3.4) we obtain 

IIs/- 8.xsoll<IIK '(klllllsll + IIK(kllllls/ll· 

Again we use Propositions 1.1.1. and 3.1. Q.E.D. 

IV. BEHAVIOR NEAR k = 0 

For later estimates we will need detailed knowledge of 
the small-k behavior of the scattering amplitude. In particu­
lar, we will need small-k estimates of the scattering ampli­
tude and its first two derivatives. Naturally, to obtain this 
information we must study the small-k behavior of the wave 
function f/! and its first two derivatives. And to study the 
wave function, we must study the small-k behavior of the 
operator K (k ). For this we use the small-argument behavior 
of the Hankel function to rewrite K in terms of the operators 
Land P defined as follows 7: 

L (k )fIx) = - ( ~) I lV(x) 11/2 [H~)(k Ix - yl) 

- (2i/1r)log k] VII2(y)f(y)d 2y, (4.1a) 

Pf(x) = (217")-1 IV (x) I 1/2(V1I2J), (4.1b) 

where (.,.) denotes the L 2(R 2) inner product. With this nota­
tion, we can write K (k ) as 

K(k)f= log kPf + L (k)f. 

We note that Pis of rank 1 andL (k lis well behavedatk = O. 
From Refs. (3) and (4) we recall the following facts. 

Proposition 4. 1: Let VE L 2, withSlxll V(x)ld 2x < 00 ,and 
suppose (I - L (0))-1 exists. Then near k = 0 we have 

and 

11(1 - L (k))-ISO(k) - (I -L (k))-IIVI I12 112 <ck 1/2, 
(4.2) 

(V1I2' [I-L(k)]-11V11/2)=ao+alk, (4.3) 

where ao = (VII2' [I - L (0)]-11 V11/2) and a l is a bounded 
function of k. Moreover, S (k ) satisfies 

s(k) = (I - L (k))-lsO(k) 

+ (V 112 , (I - L (k))-lsO(k ))log k 
217" - (V 112, (I - L (k ))-IIV 11/2)log k 

XlI - L (k))-11V1 1/2. (4.4) 

The L 2 norm is bounded by 

lis (k )112< {cllog k I-I, 
C, 

if ao#O 
ifao = O. 

(4.5) 

Use of these facts allows us to find the small-k behavior of 
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the scattering amplitude. 
Theorem 4.2: Let V belong to L 2 with 

SlxllV(x)ld 2x < oo,andsuppose[I - L (0)]-1 exists. Then for 
small k, the scattering amplitude satisfies 

IA (,k, 8, ( /)1<{cc1kll,og k I, if ao#O, (4.6) 
if ao = 0 . 

Proof In (2.4) we split the exponential into two pieces: 

IA (k, 8, 8')1<1(V 112, s(k))1 + II f/!(k, 8', x)V(x) 

X[I-eXP(-ik8,X)]d 2x!. (4.7) 

We use (4.4) to calculate (V 112, s) and discover that after we 
find a common denominator, the logarithms in the numera­
tor cancel. Use ofthis fact together with Eqs. (4.2) and (4.3) 
allow us to write (4.7) as 

IA (k, 8, 8 ')1 < 217"(ao + alk + ck 112) 
217" - (ao + alk )log k 

+ k I ltP(k, 8',x)V(xlllxld 2x (4.8) 

{
C/IIOg k I, if ao#O, 

< k c , if ao = 0 . 
Q.E.D. 

Remark: In contrast to the three-dimensional theory 
(see Ref. 6, p. 16), in two dimensions the Born series for a 
nonzero potential is never convergent at k = O. This is due to 
the logarithmic singularity of G. 

In order to investigate derivatives of the scattering am­
plitude, we will need the following result concerning differ­
entiability of L (k ). 

Proposition 4.3: Let VEL 2 with SlxI 2 1V(x)ld 2X 
= M < 00. Then theL 2-operator-valued functionL (k ) is dif­

ferentiable for k #0. The Hilbert-Schmidt norm of the deri­
vative is bounded, the bound depending only on V. 

If,inaddition,SlxI41 V(x)ld 2x isfinite, thenL (k ) has two 
derivatives whose Hilbert-Schmidt norms are bounded. 

Proof We must check that 

lim II [L (k) - L (I)](k _I)-I - L '(k lIIH8 = O. 
I~k 

This, however, follows from the dominated convergence 
theorem and the boundedness of IlL '(k )IIH8' This latter esti­
mate is straightforward and requires only knowledge of the 
asymptotic forms of H~I). Q.E.D. 

The proof for the second derivative is similar. 
Proposition 4.4: Let Vbelong toL 2 with SIxl 21 V(x)ld 2X 

finite. Assume [I - L (0)] - I exists. Then for k near zero, the 
L 2 norm of S 'satisfies 

Ils'(k)1I2<ck -I. (4.9) 

Moreover, we have the small-k estimates 

I I V(x)f/!'(k, 8', x)exp(ik8· x)d 2X 1< c 2 • 
k I log k I 

(4.10) 

Proof We note that Eq. (3.4) for S' is the same as Eq. 
(2.2) for S except that the inhomogeneity SO of (2.2) is re­
placed by the quantity 1], which we define to be 

1](k, 8, x) = (8· x)SO + K'(k)s. (4.11) 
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Equation (4.4) therefore holds with t replaced by t' and to 
replaced by TJ. Explicitly, we have 

t'(k)= [I-L(k)]-ITJ(k) . 

+ (V 112, [I - L (k)] - ITJ(k ))log k 
21T - (V 112, [I - L (k)] -11V11/2)log k 

X[I-L(k)]-11V11/2. (4.12) 

We use (4.1) to compute theL 2-norm ofTJ: 

IITJ(k lIb« f IxI21V(x)ld 2x )112 + IlL 'tlb + k -IIIPtIl2 

<c + IlL '1lIItib + 21Tk -IIIV II 1/21 (V 112, tll. 
(4.13) 

We use the estimate (4.5) in (4.13), obtaining 

IITJ(kllb<{clkIOgk I-I, ~f ao#O, (4.14) 
c, If ao = 0 . 

Next we use (4.3) in estimating (4.12): 

lit '(k lII2<II(I - L (k ))-IIIIITJlb 

IIVIW211(I - L (k ))-IIIIITJlbllog k I + . 
121T - (ao + alk)log k I 

(4.15) 

We then apply (4.14) to (4.15), obtaining 

lit '(k lIb< Ik l:g k I + 121T - (ao ~~Ik )log k I 

If ao is zero, we obtain (4.9); if ao is nonzero, we obtain the 
slightly better estimate IIt'(k lIb<clk log k I-I. 

In preparation for proving (4.10), we prove the estimate 

I f V(x)tP'(k, 0, x)d 2X 1< c 2' (4.16) 
k Ilog k I 

This follows from taking the inner product of both sides of 
(4.12) with V 112' When we find a common denominator for 
the terms on the right side of the resulting expression, we 
discover that the logarithmic terms in the numerator cancel. 
We then have 

(V 112 , t') = (V 112 , (I -L )-ITJ) 
21T 

X I 1/2 . (4 17) 
21T - (V 112' (I - L)- IVI )log k . 

The Schwarz inequality, Eq. (4.3) and (4.14) applied to (4.17) 
give us (4.16). 

We now write the left side of (4. 10) as 

If V(X)tP'(k,O',X)eXP(iko'X)d2X
I 

<1(V1I2,t)1 

+ I f V(x)tP'(k, 0', x)(1 - exp(ikO· x))d 2X ,. (4.18) 

To the first term of (4.18), we apply the estimate (4.16). To 
the second term we apply the Schwarz inequality. We thus 
have 

, f V(x)tP'(k, 0', x)exp(ikO. x)d2x I 

< C 2 + kilt 'Ib f IxI 21V(x)ld 2X. Q.E.D. 
k I log k I 
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Lemma 4.5 (differentiability of the scattering ampli­
tude): Suppose V belongs to L 2 with flxI21V(xlld2x< 00. 

Then for all 0 and 0' and for all k > 0, the function 
A (k, - 0, 0') = ftP(k, 0', x)V(x)exp(ikO . x)d 2X is differ­
entiable with respect to k, the derivative being 

f V(x)[tP'(k, 0, x)exp(ikO· x) 

+ (iO. x)tP(k, 0', x)exp(ikO. x)]d 2X. (4.19) 

Ifinaddition, Vsatisfiesflxl41 V(x)ld 2X < 00, then the second 
derivative of A (k, - 0, 0 ') exists and is given by 

f V(x)[ tP"(k, 0, x)exp(ikO. x) 

+ 2(ifJ. x)tP'(k, 0', x)exp(ikO. x) 

- (0. x)2tP(k, 0', x)exp(ikO· x)]d 2x. (4.20) 

Proof Corollary 3.6 allows us to apply the dominated 
convergence theorem to the difference quotient approxima­
tion to A '. We conclude that differentiation under the inte­
gral sign is legitimate; this gives us (4.19). The proof of (4.20) 
is similar. Q.E.D. 

Corollary 4.6 (small-k estimate for A '): Suppose V be­
longs toL 2 with flxI2V(x)ld 2x finite. Assume [I - L (0)]-1 
exists. Then for small k, A' satisfies 

IA '(k, 0, O')I<ck -Illog k 1-2. (4.21) 

Proof The first term of (4.19) is estimated by (4.10); to 
the second term we apply the Schwarz inequality and use 
(4.5). Q.E.D. 

We now tum to estimates for the second derivatives of tP 
andA. 

Proposition 4. 7: Let Vbelong toL 2 with flxl41 V(x)ld 2X 
finite. Assume [/ - L (0)]-1 exists. Then for small k, t "(k) 
satisfies 

lit "(k lIb<ck -2. (4.22) 

Moreover, for small k we also have 

I f V(x)tP"(k, 0', x)exp(ikO· x)d 2X 1< 2 C • 
k Ilog k I 

(4.23) 

Proof This proof is similar to that of Proposition 4.6. 
Q.E.D. 

Corollary 4.8 (small-k estimate for A"): Suppose V be-
10ngstoL 2 with flxl 41 V(x)ld 2x finite. Assume [I - L (0)]-1 
exists. Then for small k, A " satisfies 

IA "(k, 0, O')I<ck -2110g k I-I. (4.24) 

Proof We use (4.23) to estimate the first term of(4.20). 
To the second term of(4.20) we apply the Schwarz inequality 
and (4.9). Similarly, we use the Schwarz inequality and (4.5) 
to estimate the last term. Q.E.D. 

v. COMPACTNESS 

Proposition 5.1 (Iarge-k behavior of the Born remainder 
term): Let Vbelong to L I and satisfy hypothesis (Fo). Then 
the Born remainder term R, defined by 

R = f V(y)exp( - ikO· y)(tP(k, 0 ',y) 

- exp(ikO' . y))d 2y, 
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is uniformly bounded and decays as k - 1 fil2 for large k. In 
particular, R (k, B, B ') is uniformly bounded in Lias a func­
tion of k. 

Proot First we note that R is uniformly bounded: 

IR 1<11 VII 112115 liz + IIVII:/2
• 

Next we investigate the large k decay. Without loss of gener­
ality we consider only positive k, because the relation 

t/J( - k, B,x) = t/J(k, B, x) [which follows from Eq. (2.1)] im­
plies R ( k, B, 0') = R (k, 0, 0').3 We use Eq. (2.1) to ob­
tain for R an expression containing Ho. We then split R into 
four pieces corresponding to large and small argument be­
havior of the Hankel function. We write 

4iR =B1 +B2 +B3 +B4' 

where 

BI I V(y)exp( - ikO· y)(2iI1T) 

X l-z,<k-' 10g(k ly - zl)V(z)t/J(k, B', Z)d2Z d
2
y, 

(5.2) 

B2 = I V(y)exp( - ikO· y) 1 [H~l(k Iy - zi) 
Iy-zl<k- I 

- (2iI1T)log(k Iy - zll] V(z)t,b(k, 0', z)d 2Z d 2y, 
(5.3) 

B3 = I V(y)exp(ikO. Y)l ( k I 2 1)112 
Iy-zl>k- I rr z - y 

X exp(ik Iy - zl - irr/4)V(z)t,b(k, B', z)d 2Z d 2y, 
(5.4) 

B4=fv(y)eXP(-ikO.y) ( [H&II(klY-zl) 
J1Y-Z1>k-' 

_ ( 2 )112 exp(ik Iy _ zl- irr)J 
rrk Iz - yl 4 

X V(z)t/J(k, 0',z)d 2zd 2y. (5.5) 

First we consider B I' Since B I converges absolutely, it is 
permissible to do they integral of(5.2) first)n they integral 
(which we label Jbelow), we write z - y = r¢>, the hats denot­
ing unit vectors: 

J l-z,<k-' V(y)exp( -ike.y)log{kly-z/)d
2
y 

exp( - ike. z) ik 

-, r log kr 

X ( VIz + r;P )exp( - ikr cos¢> )d¢> dr. JSI 
We then apply the stationary phase approximation (See Ref. 
3, Appendix D) to the angular integral: 

J = exp( - ikB· z) i k

-' r log (kr)[(kr)-1/2(aV(z + rB) 

+ bV(z - rO)) + R ]dr, (5.6) 

whereR is of order (kr) -I; a and b are constants; and we have 
once again dropped the hats on unit vectors. In modulus, 
(5.6) is bounded by 
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IJ I <ck -lIZ ik 

-I ..[r 10g(kr)F(llz + xol - rl)dr 

k-' 

<ck - 112 fi 1 r 1l2 
- EF(IIz + xol - rlJdr 

k- I 

<ck -I i r- 1+ E dr 

<ck I E. 

With this, an application of the Schwarz inequality to BI 
gives the desired estimate: 

IBII<ck I E I lV(z)t/J(k, B',z)ld 2z 

<ck 1 EIIV II 112115 liz. 
Precisely the same argument also works for B2• 

Next we consider B3• Again B3 converges absolutely, so 
the y integral of (5.4) can be done first. As before, in the y 
integral (which we label I below), we make the substitution 
z - y = r;P, the hats distinguishing the unit vectors: 

1= ( V(y)exp( - ike. y) 
J1z-yl>k- 1 

xexp(ik Iz - ylliz - yl -1/2 d 2y 

= exp( ike· z) i~, exp(ikr)r- 1/2 

xI VIz + r;P )exp(ikrcos¢> )d¢> rdr. 

We apply the stationary phase approximation to the ¢> inte­
gral, dropping hats on unit vectors again: 

1= exp( - kO· z) i~, ..[r exp(ikr) 

X [(kr)-IIZ(aV(z+ rO) + bV(z - rO)) + R ]dr, 
(5.7) 

where a,b, and R are as in (5.6). The remainder term we leave 
alone for the moment; the leading term we write as 
exp( - ikB· z)(J··.dr)1/4(J .•. dr)3/4. We integrate by parts in 
the (-)1/4 term, obtaining 

1= k -3/4 exp( - ikO· z){eXP(ikrHav(z + rO) 

+bV(z rO)] 1:-, 

- i~, exp(ikr)[aO. VV(z + rB) 

- bB· VV(z - rO)] dr}1/4 

X [ i~, exp(ikr)(a V (z + rO) 

+ bV(z - rB))dr ]
3/4 

+ exp( ikO . z) i~ . ..[r exp(ikr)R dr. 
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Next we obtain a bound for Iby replacing the V's by F's in 
(5.8): 

III<ck -3/4[F(IIz l_ k -Ill + L~, F(lr -lzlI)drf/4 

X [L~, F(lr _lzlI)drf/4 

+ c L~, (kr)-3/2F(lr - IzII)rl/2 dr. (5.9) 

We then carry out the integrations in the first term of (5.9) 
and use the fact that kr> 1 in the second term: 

II I <ck -3/4(F(IIzl_ k -Ill + V)I/4v314 

+ ck -(I HVZ L~, r-E12F(lr - IzII)dr. (5.10) 

The remaining integral in (5.10) is bounded for large k by 

c f_,r-IH/2dr+v<c. (5.11) 

We now recall that lis the y integral of B3; we use (5.10) 
and (5.11) in (5.4), obtaining 

IB31 <ck - 1 E/2 f W(z),p(k, 0, zJl 

X [(F(lzl - k -1) + v)1/4v3/4 + c]dz. (5.12) 

Two applications of the Schwarz inequality to (5.12) give us 

IB31 <ck - 1 - E/211s- Ib 

X (II Vllz f F(lzi - k -1)d 2z + "VIIV2
) 

<ck -1-£12. 

Next we consider B4 • Information on the asymptotic 
behavior of the Hankel function allows us to estimate (5.5): 

IB41<cff W(Y)IIV(z)IIrP!::zo,z)1 d2zd2y. 
Iy-zl<k-' Ik(z - y)1 

(5.13) 

In (5.13) we make the substitution z - y = rrfJ, where rfJ is a 
unit vector; we also use the fact that kr> 1. This gives 

IB41<ck -I El2f ( (oo r- I-£/2 V(z-rrfJ)rdrdrfJ 
Js, Jk- I 

X V(z),p(k, 0, z)d 2Z < ck - I - £12. Q.E.D. 

Lemma 5.2 (Uniform estimate for A): Let V belong to 
WI,I and satisfy hypothesis (Fo). Then A (k, 0, 0 ') = 1+ R, 
where 

(5.14) 

and siR 12 dk is uniformly bounded. For fixed 10' - 01 #0, 

lim A (k, 0, 0 ') = o. 
k- 00 

Proof: We split A into the Born term and the remainder 

A (k, 0, 0') = I + R, 

where 

1= f exp(ik (0' - 0) . x)V(x)d 2X , 
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R = fexP( - ikO ·x)V(x)(,p(k, O',x) - exp(ikO' .x))d 2x. 

To estimate I, we integrate by parts: 

ik(O'-O)l= f [Vexp(ik(O'-0).x)]V(x)d 2x 

= - f exp(ik(0'-0)·x)]VV(x)d 2x. 

This shows that 

1<11 VII1,I/(k 10' - OJ). 

However, since Vis in L I, its Fourier transform is uniformly 
bounded; this shows that 

I<cllVIII,I/(1 + k 10' - 01). 

To the term R, we apply Proposition 5.1. Q.E.D. 
Lemma 5.3: Let V satisfy hypothesis (Fd. Then for 

k>ko > 0, the following holds: 

If V(x),p'(k, 0', x)exp(ikO· x)d 2xl 

<c/(l + k 10 + 0'1), (5.15) 

where c is a constant depending only on V, and where ,p' 
denotes the k derivative of ,p. 

Proof: Equation (3.4) allows us to write 

f V(x),p'(k, 0', x)exp(ikO .x)d 2x = II +12 +13' 

where 

II = f V(x)(O' • x)exp(ik (8 + 0') . x)d 2X, 

12 = f V(x) f Ix -yIH~I)(k Ix - yI)V(y) 

X ,p(k, O',y)d 2y exp(ikO . x)d 2X, 

13 = f V(x) f Ho(k Ix - yl)v(y) 

X ,p'(k. 0', y)d 2y exp(ikO . x)d 2X. 

First we consider II' Our hypotheses imply that 
(0 t • x) V(x) satisfies the hypotheses of Lemma 5.2. We there­
fore have 

Next we consider 12, We split 12 into two pieces: 
12 = 14 + Is, where 

14 = f V(x) fix - yIH\l)(k Ix - yj)V(y) 

X exp(ikO' . y)d 2y exp(ikO . x)d 2X, 

Is = f V(x) fix - ylH1(k Ix - yl)v(y) 

X (,p(k, O',y) - exp(ikO' .y))d 2y 

X exp(ikO • x)d 2X. 

(5.16) 

(5.17) 

First we attack 14 by letting z = x - y and writing z in 
polar coordinates as z = r¢: 
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14 = f V (x)exp(ik (0 + 0') . X) l'" rB,(kr) 

X ( V(x + r~ )exp(ikr cos t/J )d~ dr d 2X. (5.18) 
Js' 

We split (5.18) into iarge-r and small-r pieces: 14 = 16 + 17, 
where 

16= f V(x)exp(ik(O+O')'x) ik 

rH,(kr) 

X ( V(x + r~ )exp(ikr cos t/J )d~ dr d 2X, 
Js· 

17 = f V(x)exp(ik (0 + 0') . X) i~. rHI(kr) 

X { V (X + r~ )exp(ikr cos t/J )d~ dr d 2X. 
Js· 

We use the small-argument asymptotic form of the 
Hankel function and the assumption on V to estimate 16: 

II61<c f W(x) I i k

-' r(kr)-I 

x21TF(lr-lx+xoll)drd zx 

<ck -z. 

To 17 we apply the stationary phase approximation (see Ref. 
3): 

17= J V(x)exp(ik(O+O')·x) i~.rHI(kr) 
X [(kr)-1/2(aV(x + rO') + bV(x - rO')) +R Jdrdzx, 

(5.19) 

where a and b are constants and R is of order (kr) -I. Because 
of this behavior of R and the (kr)-I/z behavior of the Hankel 
function, the final term of (5.19) is easily seen to decay as 
k -3/z.Similarly,theieadingtermof(5.19)decaysask -I. We 
have thus shown that 17 , and therefore also 14 , is bounded by 
ck- I • 

Next we consider Is. We use Lemma 1.1.2 to obtain 

1151 < f I V(x)1 f Ix - yllH1(k Ix - ylll 

xIV(y)lck -1I2- El4 d 2yd 2x; 

estimates similar to those above give us decay of k - 1 ,,/4 

We have now shown that 12 is bounded by ck -I. 
Finally, we consider 13 , We use the asymptotic form of 

.p' (Corollary 3.7) to split 13 into 13 Is + 19, where 

Is= f V(x) f Ho(klx-yl)V(y)(O'.y) 

X exp(ikO' . y)d 2y exp(ikO . x)d 2X , (5.20) 

19 = f V(x) f Ho(k Ix - yl)v(yH.p'(k, O',y) 

X - (0' • y)exp(ikO' . y) Jd Zy exp(ikO . x)d 2X. 
(5.21) 

Let us first consider Is. Since Is converges absolutely, 
we may do the X integral of (5.20) first. In the x integral of 
(5.20), we make the substitution x - y r~: 
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18 = f V(y)(O'. y)exp(ik(O + 0). y) 

X ("" Ho(kr) ( V(y + r~) 
Jo Js· 

X exp(ikr cos t/J )d~ r dr d 2y. (5.22) 

We split (5.22) into large-rand small-rpieces:Is = Is + I;;, 
where 

k-' 

X l Ho(kr) f V(y+r~) 
X exp(ikr cos t/J )dt/J r dr d 2y , 

I;; = f V(y)(O" y)exp(ik(O' + 0). y) 

X i~. Ho(kr) f (same integrand). 

The term 18 is easily handled; we obtain decay of k - I 

because the domain of integration shrinks as k increases. In 
I;;, we use the large-argument asymptotic form of the Han­
kel function and apply the stationary phase approximation 
to the angular integral, obtaining 

II;;I<c f W(y)llyl 

X i~. (kr)-IF(lr -Iy +xollJrdrd 2y 

<ck 1 f W(y)llYldZy<ck -1. 

This shows that 1181 <ck -I. 
Next we consider 19, We apply the Schwarz inequality 

to they integral of(5.21) 

1191< f I V(X)I( f IHo(k Ix ylWI V(Y)ld 2y)1I2 

X IIS-'(k) - (0' . y)S-°lld 2x. (5.23) 

We then use Corollary 3.7 and write the remainingy integral 
of(5.23) in polar coordinates: 

1191< f I V(x)l( L" IHo(krW I. V(x - rt/J )dt/J rdr)1I2 

xck 1/2 d 2x. (5.24) 

Finally, we split the r integral of (5.24) into terms corre­
sponding to integration over r < k -I and r > k -1, respective­
ly. In each term we use the appropriate asymptotic form of 
the Hankel function: 

1I91<ck- I /2 f W(X)I[i
k

-' Ilogkrl221T 

XF(lr - Ix + xoli)r dr 
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Corollary 5.4 (large-k estimate for A '): Suppose V satis­
fies hypothesis (FI) and flxI 21V(x)ld 2x < 00. Let ko be posi­
tive. Then for k>ko > 0, A ' satisfies 

IA '(k, - 0, 0 ')1 <c/(l + k 10 + 0 'll, (5.25) 

where c depends only on V and on ko. 
Proof We apply Lemma 5.3 to the firm term of (4.19). 

To the second term we apply Lemma 5.2. Q.E.D. 
Notation: We will write 

B(k,O,O', x) = (Sr)-li 

X exp(ik (0 + 0') . x)A (k, - 0 ',0). (5.26) 

Corollary 5.5 (estimates for B and its derivatives): Sup­
pose V belongs to L2 with flxI21V(x)ld2x finite. Assume 
(I - L (0)) -I exists. Then for k sufficiently small, B ' satisfies 

IB '(k,O,O' ,x)1 <ck -Illog k 1-2, (5.27) 

where c depends on x and on V. If V also satisfies 
flxl41 V(x)ld 2x < 00, then the second derivative satisfies 

IB "(k,O,O ',x)1 <ck -2110g k I-I, (5.2S) 

where c depends on x and on V. If V satisfies hypothesis FI 
and flxI 21V(x)ld 2X < 00, then for ko > 0, the derivative 
B ' = (d I dk lB satisfies 

Ilxlk I >ko(k lB '(k,O,O ',x)II~) <clO + 0 '1- 112, (5.29) 

where X denotes the characteristic function that is one on the 
set Ik I > ko, and zero elsewhere. 

Proof' Equations (5.27) and (5.2S) follow directly from 
Corollaries 4.6 and 4.S, respectively. Equation (5.29) follows 
from integration of(5.25). Q.E.D. 

Notation: We recall from (2.6) the definition 

M (r,O,O ') = J: 00 exp(ikr)(sgn k )B (k,O,O ',x)dk, 

(5.30) 

where B is defined by (5.26). The function M is the kernel of 
the integral operator appearing in the Marchenko equation 
(2.5). 

Lemma 5.6 (integration by partsfor M): Let Vbelong to 
WI,I and satisfy hypothesis (Fo)' Suppose also that 
flxI21V(x)ld2x is finite, and that (I-L (0))-1 exists. Then for 
o + 0' =1=0, 

M (r,O,O') = - ir- I J: 00 exp(ikr)(sgn k )B '(k,O,O ' ,x)dk, 

(5,31) 

Proof We split the right side of (5.30) into two pieces, 
and integrate by parts in each, The boundary terms disap­
pear because of Lemma 5.2 and Theorem 4.2. Q.E.D. 

Remark' The vanishing of the boundary terms on the 
above integration-by-parts lemma is crucial. It allows us to 
provethatM decays faster than r- I at infinity, which in turn 
is needed in the proof ofthe main theorem [see Eq. (5.4S)]. 

Lemma 5. 7 (large-r estimate for smal/-k part of M): 
Suppose V belongs to L 2 with flxI 4 1V(x)ld 2 < 00. Suppose 
also that (I-L (0)) -I exists. Then for ko sufficiently small and 
r> k 0- 2, we have the estimate 

fako exp(ikrlB '(k,O,O' ,x)dk < cllog rl- I. (5.32) 
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Proof We denote the left side of (5.32) by 1. We write 
I = II + 12, where 

II = l r
-"2 exp(ikrlB '(k )dk, (5.33) 

(ko 
12 = J

r
-"2 (same integrand). (5.34) 

First we consider II' By Corollary 5.5, we can bound the 
right side of(5.33) by 

IIII<c l r
-"2 k(I:;k)2' (5.35) 

The substitution u = log k gives us (for r> 1) 

J 
-(112) log r 

IIII<c -00 u-2du=cllogrl- l
. 

Now attacking 12 , we integrate by parts in (5.34): 

12 = (ir)-lexp(ikrlB '(k)I~?."2 

- L~"2 (ir)-I exp(ikrlB "(k )dk. (5.36) 

We then use Corollary 5.5 to estimate the right side of(5.36): 

II21<cr- 1 + cr-I12llog rl-2 + r- I (ko c dk. 
Jr-"2 k 2 log k 

(5.37) 

In the third term of(5.37), we use k -I < r1/2. The remaining 
integrand is (k log k )-1, which can be integrated exactly 
with the help of the substitution u = log k. The third term of 
(5.37) is therefore bounded by cr-1/210g log r. Q.E.D. 

Theorem 5.8: Let V belong to W3,I withflxI41V(x)ld2 
finite. Suppose also that V satisfies hypothesis (F2)' and that 
(I-L (0))-1 exists. Then the operator vii defined in (2.S) is of 
Hilbert-Schmidt type; in particular vii is a compact opera­
tor. 

Proof We split the operator into two pieces: 

vii f(a,O ) = vii d + vii d, where for some b > 0, 

l
rnaX(b - a,O) 1 

vii d(a,O) = Mf dO' dP, (5.3S) 
o s' 

vii d(a,O) = (00 i Mf dO' dp. (5.39) 
JrnaX(b - a,O) S ' 

The claim is that both viii and v112 are Hilbert-Schmidt 
operators. 

To show that v112 is of Hilbert-Schmidt type, we will 
compute 

1Iv11211~s = ( ( J(O,O ')dO dO', JSIJsl 
where 

J(O,O') = 100 

LOO IXlmax(b-a,O),oo [(p) 

(5.40) 

XM(a + p,o,O'W da dP, (5.41) 

X being the characteristic function of the interval 
[max(b - a,O), 00]. We shall prove the estimate 

J(O,O')<cIO+O'I- 1/2, (5.42) 

which clearly establishes the boundedness of (5.40). 
To prove (5.42), we let r = a + 13 in (5.41), and then 
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interchange the a and r integrals. This gives us 

J (0,0 ') = Loo riM (r,O,O 'W dr· (5.43) 

Next we use (5.31) in (5.43). In doing so, we split the k 
integral of (5.31) into large- and small-k pieces, and then use 
the triangle inequality. We obtain the following inequality, 
which holds for 0 + 0' ;60: 

(
rOO )112 Jb riM (r,O,O 'W dr <JI + J2, (5.44) 

where 

Ii = roo r- I 1 r exp(ikr)(sgn k)B '(k,O,O ' ,x)dk 12 dr, 
Jb J1kl>ko 

(5.45) 

J~ = roo r- I 1 r exp(ikr)(sgn k)B '(k,O,O' ,x)dk 12 dr. 
Jb J1kl<ko 

(5.46) 

Fortunately, we have already done most of the work 
involved in estimatingJI andJz' In (5.45), we note that lIris 
bounded by lib. We can therefore use the Plancherel 
theorem to obtain 

Ji <b -llIxlk I >ko(k)B '(k,O,O ',xllliz(k» (5.47) 

which, by (5.29) is bounded by clO+ 0'1- 1. The k integral 
occurring in J2 has already been estimated in Lemma 5.7. 
This gives 

(5.48) 

which establishes (5.42) .. We have thus shown that J( 2 is a 
Hilbert-Schmidt operator. 

Next we shall show that J( I is of Hilbert-Schmidt type. 
To do this wemustestimateM(r,O,O') for small r. We recall 
that M is given by (2.6). We split the scattering amplitude 
appearing in (2.6) into the Born approximation, plus remain­
der. This corresponds to writing M as M = EI + Ez, where 

EI = i(8~)-1 f: 00 exp(ikr)(sgn k) f V(y) 

Xexp(ik(O + 0'). (x + y))dZy dk, (5.49) 

E z = i(8~)-1 Loooo exp[ik(r + (0 + 0') .x)](sgn k) 

X f V (y)[ rp(k,O ',y) 

- exp(ikO' . y)]exp(ikO. y)d Zy dk. (5.50) 

Proposition 5.1 shows that Ez is bounded and that the corre­
sponding integral operator is of Hilbert-Schmidt type. 

To prove that J(2 is a Hilbert-Schmidt operator, we 
thus need only show that the integral operator g> I corre­
sponding to EI is of Hilbert-Schmidt type. To do this, we 
shall establish the estimate 

IEII <clO + 0 '1-1/4r -3/4. (5.51) 

Estimate (5.51) suffices to prove the theorem; we see this 
as follows. The Hilbert-Schmidt norm of ~ I is 
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II~IIIHS 

= r r ibib-a 

IEI(a+p,O,O'WdpdadOdO'. 
Js,Js, 0 0 

(5.52) 

In (5.52), we make the substitution r = a + P and inter­
change the a and r integrals. We obtain 

II~IIIHS = r r i b 

rIEllzdrdOdO'. (5.53) Js,Js, 0 

In (5.53), we use (5.51) and easily conclude that ~ I is a Hil­
bert-Schmidt operator. 

It remains to prove (5.51). To do this, we first split EI 
into 

(5.54) 

We shall consider only D I • (The estimate for Dz is similar.) In 
(5.49) we make the substitution z = x + y and write the 
Fourier transform as V,,(w) = SV(z - x)exp(iw. z)dzz. With 
this notation, DI can be written 

In (5.55) we make the changes of variables 
t= k 10 + 0'1, n = (0+ 0')/10 + 0'1, and 1"/ = r/IO+ 0'1: 

DI = i(8~10 + 0 '1)-1 Loo exp(it1"/)V" (tn)dt. (5.56) 

We denote the integral appearing in (5.56) by J: 

J = Loo exp(it1"/) V" (tn)dt. (5.57) 

We note that J is uniformly bounded because VEL I. This is 
due to the following two facts: first, since VEL 1, V" (w) is 
uniformly bounded inx and w; second, if V E W 3

, I then three 
integrations by parts show the large t decay to be t -3. 

Next we perform an integration by parts in (5.57) to 
obtain 1"/ -I decay of J for large 1"/: 

J = - i1"/- IV,,(tn)IO' + i1"/-1 i oo 
exp(it1"/)n· VV,,(tn)dt. 

(5.58) 

We now need to show that n • VV,,(tn) E L I(t). 
First we note that 

n· VV(tn) = i f n . zV(z - x)exp(itn . z)d2z (5.59) 

is uniformly bounded in tn because the first moment of the 
potential is finite. Next we integrate (5.59) by parts twice, 
obtaining In· VV(tn)I<c!t z. This shows that n· VV,,(tn) 
EL I(t). 

We use this fact in (5.58), finding that IJ I <C1"/-I. SinceJ 
is also uniformly bounded, we have IJ I <C1"/-3/4. We use this 
estimate in (5.57), obtaining 

IDII<cIO + 0'1-1/4r -3/4, 

which in turn leads to (5.51). Q.E.D. 
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For quantum systems in R3 defined by a Hamiltonian H given as the sum of the negative 
Laplacian perturbed by a real-valued potential v(x), the large time behavior of the fundamental 
solution of the time-dependent Schrodinger equation is investigated. For a suitably restricted 
class of potentials that have algebraic decay as Ix 1-00, the continuous spectrum portion of the 
fundamental solution is characterized by an asymptotic expansion as t_ ± 00, which is uniform 
in compact subsets ofR3 X R3. These results are then applied to derive the large energy asymptotic 
expansions of the spectral kernel associated with H. 

I. INTRODUCTION 

One-body quantum mechanics in R3 assumes the fol­
lowing form. Let H be the operator generating time evolu­
tion on the Hilbert space L 2(R3

). Take x to be the generic 
point in R3. Then H is defined as the self-adjoint extension of 
the elliptic differential operator 

H(x) = - (~/2m).:ix + v(x) , (1.1) 

where.:lx is the Laplacian in R3 and v(x) is a real-valued 
potential. The constants Ii and m denote the rationalized 
value of Planck's constant and the particle mass, respective­
ly. 

If t is the real-valued parameter representing time dis­
placement then the time evolution group may be represent­
ed, in a generalized function sense, by an associated family of 
kernels U (x, y;it Iii). For sufficiently smooth potentials, 
U(x,y;it Iii) is the fundamental solution of the time-depen­
dent Schrodinger equation 

ili!..-U(x,y;itlli)=H(x)U(x,y;itlli), t=lO, (1.2) at 
that satisfies the delta-function initial condition 

U (x, y;it lIi}--+<5(x - y) , as t-+O. (1.3) 

The objective of this paper is to characterize-by an 
appropriate asymptotic expansion-the large-t behavior of 
the fundamental solution of Eq. (1.2). Hereafter we simplify 
our notation by setting Ii 1 and m = !. The inner product 
on L 2(K3

) is denoted by ( . , . > and the related L 2-norm by 
II f II = (f,f > 1/2. The inner product is defined to be linearin 
the right element. For potentials that decay as Ixl-oo [e.g., 
v(x) E L 2(R3

)], it is known 1 that H has a countable number of 
independent eigenfunctions 

(Hth)(x) = AA'j(x) ,11th II = 1, j = 1,2, ... , (1.4) 

and that the point spectrum up(H) = {Aj:j= 1,2, ... } has 
zero as the only possible cluster point. Since the manifold R3 
on which H(x) is defined is noncompact, this causes H to have 
a continuous spectrum in addition to the point spectrum. 
This is typically true in the case of decaying potentials. Each 

eigenfunction ¢j contributes a term e itAj¢j(x)¢j ( y)* to the 

alOn leave from the University of Manitoba, Winnipeg, Manitoba R3T 
2N2, Canada. 
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spectral decomposition of U (x, y;lt). Thus the portion of the 
fundamental solution associated with the continuous spec­
trum may be defined by 

S(x,y;t) U(x,y;it) - Ie-iAfth(x)¢j(y)*. (1.5) 
j 

Our interest in the large-t decay of S (x, y;t ) stems from 
the following problem. Suppose {e(x, y;J ):J E R I is the fam­
ily of spectral kernels defined by H. Take Z E C and let D be 
the open right-half plane in C. The family of bounded opera­
tors {e - zH:z ED} constitutes the analytic semigroup in­
duced by H. Each operator of this semigroup is represented 
by a Carleman kernel. These integral kernels admit a small­
Izi asymptotic expansion of the form2 

U(x,y;z) = Uo(x,y;z) [Mil (_z)n Pn(x,y) + EM (x, y;z) 1 ' 
n=O n! 

(1.6) 

where Uo(x, y;z) is the semigroup kernel associated with the 
case v(x) = 0, Le., 

Uo(x,y;Z) = [l/(41Tzf/2]e! !x- yI2V4z. (1.7) 

The coefficient functions Pn (x, y) are functions of v(x) and its 
first 2(n - 1) partial derivatives, and are given by explicit 
formulas3 for all n>O. The order M of expansion (1.6) is pro­
portional to the number of bounded derivatives that v(x) pos­
sesses. The error term EM(x,y;Z) has a bound which is of 
order IzlM and is uniform for all (x,y) E R3 X R3. IfImz = 0 
and x = y, then (1.6) is the well-known heat kernel expansion 
for H(x) (see Ref. 4). 

Under what circumstances does the asymptotic expan­
sion (1.6) imply the existence of an asymptotic expansion of 
e(x, y;J ) asA-oo ? In a previous work (Ref. 5: hereafter OW), 
a preliminary answer to this question has been obtained. The 
method used in OW is based on the formula 

I iC+iOO eM 
e(x,y;J) -2' - U(x,y;Z)dz, c>O, (1.8) 

TTl c-ioo Z 

for A =I up (H). Equation (1.8) transforms semigroup kernels 
into spectral kernels. This formula is the inverse Laplace 
transform companion to the spectral kernel representation 

U(x,y;Z) J:", e-zAde(x,y;J) , ZED. (1.9) 
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For r E R and integer N',O we say that H belongs to class 
Tp{r;N) if 

r dt-
1
-1(!!..YS{X,y;t)/ < 00 (1.10) 

Jltl>1 ItI Y + I dt)' 

for each (x, y) E R3 X R3 and for j = 0, 1, ... ,N. In OW the fol­
lowing was established: If v(x) supports a sufficient number 
of uniformly bounded derivatives, if up (H) is contained in a 
finite interval, and H E Tp (r;N) for some r < 0, then one may 
combine asymptotic expansion (1.6) and transform (1.8) to 
obtain the spectral kernel expansion 

M - I ( 1)" ( d )" e(x,y;A) = L ----P,,{x,y) - eo(x,y;A) 
,,=0 n! dA 

(1.11) 

In this formula, eo(x, y;A ) is the spectral kernel for the Hamil­
tonian Ho (the self-adjoint extension of -..:ix ). This free 
spectral kernel has the following analytic definition: 

eo(x,y;A) = (A 1/2/21Tlx - y1)3/2J3/2(A 1/21x - yl), 

(1.12) 
where J3/2 is the Bessel function of the first kind. Here, Mis 
the largest integer less than 2N + l' Although it is not appar­
ent from the form of (1.11), the small parameter in expansion 
(1.11) is A -1/2. The error term RM(x,y;A) is O(A -N) uni­
formly for x andy in compact subsets ofR3. This summary 
makes it apparent that if we can obtain an appropriate decay 
estimate of S (x, y;t), then we have established HE Tp (r;N) 
and, hence, verified the expansion (1.11). 

We base our investigation of the large-t behavior of 
S (x, y;t ) on the formula 

S(x,y;t) = lim ~ roo e-(f;l+itl-tlmr(X,y;A+iO)dA. 
fJ---.{)+ 1T Jo 

(1.13) 

Here r(x, y;z) is the resolvent kernel for the operator 
r(z) = (H - Z)-I, Z E C, Imz#O. The notation r(x,y;A + iO), 
A >0, is used to denote the limiting value of r(x, y;A + iv) as 
v-o+. By obtaining small-A asymptotic expansions and 
large-A estimates for 1m r(x, y;A + iO), one may transform 
the Abel-limit integral (1.13) into an asymptotic expansion 
for S (x, y;t). We provide sufficient restrictions on the poten­
tials v(x) which enable us to prove that 

S (x, y;t ) = cP (x, y)t -3/2 + c5(x, y;t ) . (1.14) 

The remainder is characterized by 

The smoothness criteria is met by supposing that the 
potential v{x) is a Fourier image of a complex bounded mea­
sure P 

(1.16) 

where k . x denotes the scalar product in R3. Of course, the 
potential v(x) must be real if H is to be self-adjoint. The mea­
sure P is said to obey the reflection property if p( - e) = pte)· 
for all measurable sets e. Let vI(·(R3) be the set of all complex 
bounded measures satisfying the reflection property defined 
on the Borel field on R3. Transform (1.16) then defines a 
natural class by 

07 • = {V(X) = 13 eik . Xdp(k ):p E vI(.(R3)} . (1.17) 

Potentials in this class are uniformly bounded and uniformly 
continuous in R3. A convenient way to ensure the existence 
of partial derivatives of order M or less is to define the class of 
functions 

07: = {v Eo7·: 131k I"d I pl(k)< 00 ; n = 0,1, ... ,M} , 
(1.18) 

where I p I (e) denotes the total variation of pte). For v E 07: 
there exists a smallest finite positive constant K (depending 
on p and M) such that 

13 Ikl"dlpl(k).;;;X"lIpll , (1.19) 

where 

(1.20) 

With norm IIvll=1I pll, it maybe shown that 07 • is a Banach 
space. Suppose D ~ is a partial derivative with multi-index 
L = (/1,/2,/3) and length IL I = II + 12 + 13, Ifv E 07 t, then 

ID~v(x)I<KLllpll, for all IL I<M. (1.21) 

For more details on the class 07: , see Ref. 2. The validity of 
expansion (1.6) requires only that v E o72~' 

We characterize the algebraic decay of v(x) and its gra­
dient by two classes, .Pf" and f!lJ", where n is a positive in­
teger. Potential v(x) is said to be in class .Pf" ifthere is an E > 0 
such that 

(1.22) 

for some C < 00. Similarly, v(x) is said to be in class f!lJ" if 

c5 (x, y;t) = o(t -2), as It 1-00 , ( 1.15) there is an E> 0 such that 

uniformly for x and y in compact subsets of R3. Further­
more, we establish sufficient conditions on the potential that 
allow us to differentiate (1.14) with respect to t any number 
of times. 

Consider for the moment the nature of the several re­
strictions which we shall impose on the potentials v(x). Basi­
cally we have three types of restrictions. First, a smoothness 
requirement that ensures the validity of expression (1.6); sec­
ond, an algebraic decay as Ixl-oo is needed to control the 
pointwise estimates for the kernel r(x, y;A + iO) for both 
large and small values of A; and, finally, a condition that 
prohibits appearance of a zero energy resonance.6 

754 J. Math. Phys., Vol. 26, No.4, April 1985 

IVv(x)I < C /(1 + Ixl)" + I +E, all x, (1.23) 

for some C < 00. The symbol V is the gradient in R3. 
Finally we say v(x) is in class '!l 0 if the eigenfunction 

problem 

f [sgn v(x)] Iv(x)v(y)11/2 <,6 (y)dy = -<,6{x) (1.24) 
41Tlx - yl 

has only the trivial solution <,6 = 0 in L 2(R3). Condition '!l 0 

suffices to show that 1m r(x, y;A ) behaves like,p: as A-o. If 
(1.24) has nontrivial solutions then, as Jensen and Kato have 
shown,6 r(A ) has aA -1/2 singularity asA-o. This latter case 
permits the existence of zero energy resonances. However, it 
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is only for exceptional potentials that (1.24) will have a non­
trivial solution. Our method would permit us to omit condi­
tion ffl 0 in our analysis ofS (x, y;t ), butthis would substantial­
ly lengthen our discussion. 

The plan of this paper is as follows. Section II gathers 
together the basic facts about the resolvent kernel 
r(x, y;A. + iv) and characterizes the boundary behavior as 
v~ ±. Section III proves the validity of representation 
(1.13). Large-A estimates are found in Sec. IV and small-A 
asymptotic expansions of the resolvent kernel are given in 
Sec. V. In the final section, we establish the asymptotic ex­
pansion (1.14) and apply it to obtain the spectral kernel ex­
pansion (1.11 J. 

II. RESOLVENT KERNELS 

In order to use (1.13) as the basis for the study of the 
large-t behavior of S (x, y;t), it is evident that one requires 
detailed estimates ofIm r(x, y;A. + iO). First we introduce op­
erators wand u on L 2(R3

) that are defined by multiplication 
with the functions 

w(x) = IU(x)l1/2 (2.1) 

and 

u(x) w(x)sgn u(x) . (2.2) 

In terms of r o(z) = (Ho - z) - I, the free resolvent, we also 
define the family of operators {A (z):z E C\ [0, 00) J by 

A (z) = uro(z)w (2.3) 

with the boundary values of A (z) being defined by replacing z 
by A ± iO. A convenient way7 to investigate the resolvent 
kernel r(x, y;z) is to employ the operator identity 

r(z) = ro(z) - ro(z)w(l +A (z))-Iuro(z) (2.4) 

[see Ref. 7, (3.1)]. Formula (2.4) implies that the z A ± iO, 
A > 0 boundary value behavior of (1 + A (z)) -I should suffice 
to control the behavior of the kernels r(x, y;A. ± iO). This 
technique of studying r(x, y;A. ± iO) is particularly straight­
forward since it is easily seen that A (z) is a Schmidt-class 
operator on the boundary of the resolvent set. 

This section focuses on characterizing the linkage 
between the following two eigenvalue problems. Let C + and 
C_ represent the open upper- (lower-) half complex plane 
and C ± the respective closures of these half-planes. The two 
eigenvalue problems are 

A (z)cP = - cP, cP E L 2(R3
) , (2.5) 

Hrp = zrp , rp E L 2(R3) , (2.6) 

for z in either C + or C _. For convenience, let us also intro­
duce the symbol II for the plane cut along the positive real 
axis. (Hence, II is an open set.) With II considered as a sheet 

in the Riemann surface for .JZ, we denote its closure by llc. 
From the literaturel

•
7

-
lo we select and modify a number of 

results that will serve as an appropriate foundation for deriv­
ing A~ 00 and A~ asymptotic expansions of r(x, y;A. + iO). 

Suppose K:L 2(R3)~L 2(R3
) is a bounded operator. We 

say K is an integral operator if there exists a complex-valued 
measurable function k (x, y) on R3 X R3 such that 

(Kf)(x) = i k (x, y)f( y)dy, a.a. x E R3 , 
R3 

(2.7) 
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forf chosen from some dense subset of L 2(R3
). Furthermore 

the kernel is said to be Carleman type if 

i lk (x, yWdy < 00, a.a. x E R3 • (2.8) 
ft' 

For example, the free resolvent ro(z) is an integral operator 
and represented by 

i 
ei,f%lx - yl 

(ro(z)f)(x) = A_I I f(y)dy· 
R' ~T x-y 

(2.9) 

If z E ll, then the free resolvent kernel is of Carleman type 
and (2.9) is valid for allf E L 2(R3). With this terminology one 
has the following proposition. 

Proposition 1: Suppose u E L 2(R?) and assume 1m z=l=O. 
Then we have the following. 

(i) r(z) is an integral operator of Carleman type and its 
kernel r(x, y;z) (the resolvent kernel) satisfies the integral 
equation 

ei,f%lx - yl f ei,f%lx - x'i 
r(x,y;Z) = 4 I I - 4 I 'I u(x')r(x',y;z)dx' 

1TX-y 1TX-X 
(2.10) 

as a function of x a.e. in B3 for a.a. fixed y E R3. 
(ii) Uniqueness. Suppose T(x, y;Z) is a solution of (2.lO) 

such that T( • ,y;Z) E L 2(R3
) for each fixed y then T(x, y;z) is the 

resolvent kernel of r(z), i.e., 

T(x, y;z) = r(x, y;Z), a.a. (x, y) E B3 X R3 . (2.11) 
Proof: See Ikebe, Ref. 1. 0 
Let us record the basic features of the family of opera-

torsA (z). Recall that a potential is said to be of Rollnik class 
(UE~) if 

Br=ff lu(x)llu(y)1 dxdy< 00. (2.12) 
(41r)2Ix _ yl2 

A sufficient conditionS for u to belong to ~ is 
u E L I(R3)nL 2(B3

). We denote the derivatives in the strong 
operator topology of A (z) with respect to z E llc (when they 
exist) by 

A (n,(z) = (!rA (z). (2.13) 

Proposition 2: Suppose that u E L I(R3)nL 2(B3
). 

(i) For aHz E llc' A (z) is an integral operator with kernel 

A (x,y;Z) = u(x)ei,f%lx-Ylw(y)l41rlx - y/. (2.14) 

(ii) For all z E llc the operator A (z) is Schmidt class. The 
Schmidt norm has the uniform bound in llc 

IIA (zJlIz<~ . (2.15) 

(iii) The family of operators {A (z): z E llc I is Schmidt­
norm continuous. For all z,z' in lle the continuity condition 

IIA (z) - A (z'JlIz<(//ull l /41TJI.JZ - .JZ'I 
is valid. 

(2.16) 

(iv) There exists a AI < 00 such that if Izl >AI and 
ZElle then 

IIA 2(zJlb < ~ . (2.17) 

Furthermore, 

lim IIA 2(zJlIz = 0 . 
Izl-co 

(2.18) 
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(v) Let n be a positive integer. In addition to the above 
hypothesis, suppose that (1 + IxW(n - Ilv(x) E L I(R3). Then 
A (nl(z) is a Schmidt-class operator for all z E He '\ {o}. If 
ZElle and Izl > 1, then 

IIA (nl(zllb < Cllzl- n12ll(1 + IxW(n-llv(x)111 , (2.19) 

where C I is finite and independent of z. 

Proof: (i) Formula (2.14) follows from the fact that ro(z) 
is an integral operator with the kernel given in (2.9) and the 
fact that u and w are operators of multiplication. Statements 
(ii), (iii), and (v) are immediate consequences of formula 
(2.14). (iv) (for z = A ± ;0) is proved by SimonS (Theorem 
1.23). The extension of Simon's proof to zElle is trivial. 0 

Next we summarize a number of results associated with 
the nature of the operator (1 + A (A ± iO)) -I. 

Lemma 1: Assume (1 + IxI2)v(X)EL I(R3) and 
v(x) E L 00(R3). If A> 0 is such that there exists a nontrivial 
L 2(RJ) solution of 

A (A ± iO)<,6 = - <,6 , (2.20) 

then the Fourier transform 'G¢ of w<,6 has the representation 

~(k) = (Ik 1- j,r)g(k) , (2.21) 

where g(k ) is a continuous function of k E R3 having a uni­
form bound 

Ig(k)1 <C(A) 

for some finite k-independent C (A ). 
Proof: The function ,;;;p(k) is defined by 

-;;;j(k) = ~ f eik
. X w(x)<,6 (x)dx . 

(217') 

(2.22) 

(2.23) 

The Schwartz inequality applied to (2.23) gives the k-inde­
pendent bound 

I W¢lk ) 1< [ 1/(217')3/2] Ilvll :/2 11<,6 II . (2.24) 

Furthermore, since I w(x)<,6 (x) I is anL I(R3) function:'G¢ (k ) is 
uniformly continuous in k. Represent k E R3 by the spherical 
coordinate system (1] ,k ), where k is the two-dimensional unit 

....-.... A 

vector and 1] = Ik I. The radial derivative ofw<,6 (1],k) is given 
by the integral 

~ ~(1],k) = _1_ f ilxlk .xei
'lIX 1iC.xw(x)<,6 (x)dx. 

a1] (217')3/2 

(2.25) 

Here k· x is the scalar product on the unit sphere in R3. 
Equation (2.25) yields the 1]-independent bound 

I ~ Z;;;P(1],k) 1< (2:)3/2 Ilx
2

v1W211<,6 II . (2.26) 

The radial derivative in (2.25) is continuous in both 1] and k. 
So, for 1] > j,r > 0 one may write 

Q;(1],k) - t;;;j'(j,r,k) = (1] - j,r)g(1],k) , (2.27) 

where g is defined by 

g(1],k) = 1 (7] ~ ~ (1]',k )d1]' . 
1] - j,r J.,r;t a1] 

(2.28) 

Bound (2.26) for the radial derivative implies that 19(1],k)1 is 
also bounded by the right-hand side of (2.26). 
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It remains to show that w<,6 (j,r,k ) = 0 for all k. This 
conclusion results from the following argument. The poten­
tial v(x) is real-valued and <,6 E L 2(R3), so 

0= - Im(<,6,(v/lvl)<,6 > = Im(<,6,(v/lvl)A (A + iO)<,6 >. (2.29) 

Since v E L I(R3)nL 2(R3), by the continuity property [Proposi­
tion 2(iii)] Eq. (2.29) takes the limiting form 

o = lim 1m (<,6,wro(A + iv)w<,6 > . 
-.0+ 

(2.30) 

Employing the Parseval theorem for Fourier integrals and 
the fact that rotA + iv) is given by multiplication with 
(k 2 - A - iV)-1 in the Fourier transform space, the inner 
product above is 

(w<,6,ro(A + iv)w<,6 > = f 2 1 . I~(k W dk. (2.31) 
k -A -lV 

Finally, since w<,6 (k ) is uniformly continuous in k, the limit­
ing relation (2.30) becomes 

0= 17' f £5(1k 12 -A){ f 1Q'(kWdk }Ik 12d Ik I, (2.32) 

where £5 is the one-dimensional delta function. Thus 

~(j,r,k) = 0 for all k. 0 
Let ~ (H) and ~ (Ho) be the domains in L 2(R3) of the 

operators H and H o, respectively. For potentials that are 
bounded (II vii 00 < (0) then ~(H) = ~(Ho). 

Lemma 2: Assume (1 + IxI 2 )v(x) EL I(R3) and 
v(x) EL 00 (R3). Suppose A >0 is such that (2.20) has a nontri­
vial L 2(R3) solution and let g(k ) be the function defined by 
(2.21). If;P A :R3 -+C is defined by the formula 

;PArk) g(k)/(Ik 1+ j,r), (2.33) 

then 

(i) "A E ~(Ho) = ~(H), (2.34) 

(ii) "A = s-lim rotA + iv)w<,6 =ro(A + iO)w<,6 , (2.35) 
-.0+ 

(iii) (Ho - A )ro(A + iO)w<,6 = w<,6 . (2.36) 

Proof: (i) It suffices to show 

IIHo"AII2 = liB:¢: 112 = f Ik 2;PA (k W dk < 00. (2.37) 

The contribution to integral (2.37) for Ik I <..[2J: is seen to be 
finite from estimate (2.22), whereas the contribution for 

I k J > ..[2J: is shown finite by using (2.21) in combination with 
IIw~ 112<llvll 00 11<,6 112. Similar reasoning shows II"AII < 00. 

(ii) Equation (2.35) is the statement 

lim II"A - rotA + iv)w<,6 II = 0 . 
-.0+ 

(2.38) 

Observe that the Fourier transform of rotA + iv)w<,6 may be 
written as rotA + iV),;;p, where rotA + iv) indicates multipli­
cation by (k 2 - A - iv) -I. By Parseval's theorem 

II"A - rotA + iv)w<,6 112 ....-.... 
= f I g(k) - w<,6 (k ) \2 dk . (2.39) 

Ik I + j,r k 2 - A - iv 

Let I (v) denote the k-space integral on the right-hand side of 
(2.39). Recalling (2.21), ltv) is 
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I (v) = f 11 _ k 2 - A 121 g(k) 12 dk . (2.40) 
k 2 - A - iv Ik I + .JT 

The first absolute value factor is smaller than 1 for all argu­
ments. Using (2.33) and II~ ... II = IIt/t ... II < 00, then dominated 
convergence shows I (v)-O as v-o+. 

(iii) As in (2.39), evaluate the relevant norm in k-space. 
Using (2.33) and (2.35) to represent ro!A + iO)wtP, one has 

II(Ho - A )ro(A + iO)wtP - wtP 112 

=f l(k 2-A) g(k) _~(k)12 dk. (2.41) 
Ikl +.JT 

However, identity (2.21) shows that the integrand of(2.41) is 
strictly zero. Thus (iii) is proved. 0 

Lemma 3: Let(1 + IxI2)V(X) E L I(JR3)and v(x) EL"" (JR3). 
Suppose z E llc '\ {O J is such that there exists a nontrivial 
L 2(JR3) solution of 

A (z)tP = - tP . (2.42) 

Then 

(i) t/tz=ro(z)wtP E ~(H), 

(ii) Ht/tz = zt/tz . 

(2.43) 

(2.44) 

Proof (i) Definep as the distance fromz to the spectrum 
of Ho, i.e., 

p = inf Iz - A I . (2.45) "'E [0.",,) 

Suppose p > 0, then one has the operator identity 

(Ho - z)ro(z) = 1 , (2.46) 

and it follows that 

(2.47) 

Since IIro(z)11 = (l/p) < 00, the two vectors on the right of 
(2.47) are both in L 2(JR3). Thus t/tz E ~(Ho) = ~(H) so (i) is 
demonstrated for p > O. If P = 0 and z = A + iO, then (i) is 
implied by statements (i) and (ii) of Lemma 2. If z = A - iO, 
the argument of Lemma 2 is easily modified to include this 
case. 

(ii) If P > 0, (2.44) is a trivial consequence of (2.42). As­
sume p = 0 and z = A + iO, A > O. Apply H - A to t/t ... + iO' 

Multiplication by v(x) is a bounded operator and t/t ... + iO is in 
~ (Ho), so one has 

(H - A )t/t ... + iO 

= (Ho - A )ro(A + iO)wtP + W[uro(A + iO)w]tP 

= wtP - wtP = 0 . (2.48) 

In the second equality we have used (2.36) and hypothesis 
(2.42). A similar argument applies to z = A - iO. 0 

The following lemma provides us with a simple criteria 
that guarantees the absence of positive energy eigenvalues of 
H. 

Lemma 4: Ifv E £1 then up(H)~( - 00,0]. 
Proof See Kato. II 0 
The criteria given in Lemma 4 is only one of sever-

al l.12.13 available in the literature to rule out positive eigen­
values. Our study oflarge-t asymptotic expansions eventual­
ly requires v E £ n n&1J n for n > 1, thus the Kato criteria is 
adequate for our purposes. 
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To proceed further we invoke restriction W 0 on v(x) in 
order to rule out any possible singularity of (1 + A (z)) - I as 
z-o. As noted in the Introduction both zero energy reson­
ances and zero energy eigenfunctions are prohibited by this 
condition. 

Let SI be the semi-infinite strip in C given by 

SI = {z:z E C, O<Rez, O..;Jmz<1 J . (2.49) 

In the proof of Proposition 3 we use the fact that the product 
AB of a Schmidt-class operator A and a bounded operator B 
isaSchmidt-classoperatorandhasboundllAB Ib<IIA IbllB II· 
This fact will be used again without further mention. 

Proposition 3: Assume (1 + IxI2)V(X) E L I(JR3) and 

v E £lnWo' 
(i) Foreachz E llc '\up(H) the operator (1 + A (Z))-I ex­

ists as a bounded linear transformation from L 2(R3) to 
L 2(R3

). 

(ii) The operator norm II (1 + A (z)) - III is uniformly con­
tinuous for z in any compact subset of llc \up(H). 

(iii) There is an M < 00 such that 

11(1 +A (z))-III <M, (2.50) 

for all z E SI' 
Proof (i) For z E llc, A (z) is a compact operator on 

L 2(R3). Recall, for compact operators, that (1 + A (z)) - I is a 
bounded operator if - 1 is not an eigenvalue of A (z). Assume 
there is some z in llc '\ up (H) such that - 1 is an eigenvalue 
of A (z) and tP is the associated eigenfunction of Eq. (2.42). 
Then Lemma 3 states that ro(z)wtP is an eigenfunction of H 
with eigenvalue z. If 1m z =1= 0, this is a contradiction since H 
is self-adjoint. If 1m z = 0 then (2.44) states that z E up (H); 
this is also impossible since z is chosen from the complement 
of up (H). So (i) is proved. 

(ii) Let Z2 be an arbitrary fixed P2int in llc '\up (H). For 
z I E llc \ up (H), define the operator A by 

A = 1 + (A (zd -A (z2))(1 +A (Z2))-1 . (2.51) 

The Schmidt-norm continuity of A (z) as given in Proposition 

2(iii) means thatthereisa8> Osuch that for I.JZ;" - ~I <8, 
II~ (zd - A (z2l1bll(1 + A (z2))-11I <!. Thus A -I exists and 
IIA -III < 2 for Zl sufficiently close toz2• In this circumstance 
the operator identity 

(1 +A (Zl))-I - (1 +A (Z2))-1 

= (1 +A (Z2))-I(A (Z2) -A (ZI))(1 +A (Z2))-IA- I 

(2.52) 

is valid. The II . 112 norm of the right-hand side vanishes as 

~ --+JZ;,. This follows, since by Proposition 2(iii) 
IIA (z I) - A (z2l1b-o in this limit while the other three factors 
on the right have bounded operator norms. 

(iii) Divide the strip SI into two disjoint parts Land R. 
Let the set L contain z E SI with Re z<A I and R = SI \L, 
where A I is the constant occurring in statement (iv) of Pro po­
sition 2. Assume first that z E R. Then (2.17) is valid and we 
have 

(1 +A (Z))-I = (I-A (z))(I-A 2(Z))-I. (2.53) 

Applying Proposition 2(ii) and (iv) to (2.53) gives 

11(1 +A (z))-III <2(1 +Br ), zER. (2.54) 
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Now let z e L. Lemma 4, together with the condition 'Co, 
asserts that the intersection of O'p(H) and L is empty. Thus 
11(1 +A (z))-III:L_R is a continuous function on the com­
pact set L, so there exists some point Zm e L, where 
II (1 + A (z)) -III assumes its maximum value. But 
11(1 +A (zm ))-111 < 00. SoMinEq. (2.50) is any bound larger 
than 11(1 +A(zm))-III or 2(1 +Br)' D 

The results of Propositions 2 and 3 are similar to the 
findings of Agmon 10 and Ginibre and Moulin.7 However, 
these authors analyze ro(z) as an operator acting between a 
pair of Sobolev spaces. For a somewhat narrower class of 
potentials we have obtained Propositions 2 and 3 by utilizing 
only Hilbert space methods. 

III. THE ABEL LIMIT REPRESENTATION OF S(x,y;t) 

This section brings together the necessary analysis and 
estimates needed to establish the validity of 

(~YS(X,y;t) = lim J.- (OO (_ iA. Ye-(P+it)A 
dt l (1-.0+ 'IT Jo 

X 1m r(x ,y;A. + iO)dA , 

(3.1) 

forj = 0,1,2, .... The Abellimit,8-o+ is an essential feature 
of this formula, since if,8 = 0 the integral is in general diver­
gent for j>O. The justification of (3.1) rests on two basic re­
sults. The first is that the spectral kernel e(x, y;A. ) is absolute­
ly continuous for A>O. The second is that the analytic 
semigroup kernels U (x, y; ,8 + it ) have a well-defined limit as 
,8-0+, ift :;60. 

Consider the behavior of the kernels ro(x, y;Z)w( y) and 
ro(x, y;Z)u( y). We have the following lemma. 

Lemma 5: Assume veL I(JR3)nL OO(JR3). For all zelIe 
and each x e R3, ro(x,y;z)w(y) is anL 2(JR3) function ofysatis­
fying the following. 

(i) Ilro(x,· ;Z)w( ·m < C2 < 00 , (3.2) 

where C2 is independent of both x and z. 
(ii) The function ro(x, • ;Z)w( • ) is norm continuous in 

lIe. For each Z2 e lIe' 

Formulas (3.2) and (3.3) hold with w~u. 
Proof: Fix x e R3 and zelIe. By definition, 

IIr (x . ;Z)w( • )11 2 = f lei.JZlx- yI 12 Iv(y)1 dy. (3.4) 
o , (41Tlx _ Yll2 

Note for zelIe the exponential factor in the integrand is 
bounded by 1. Take Kx to be the unit sphere in R3 with center 
at x. For y E£ Kx , Ix - yl > 1, and so one has 

J Iv(y)1 dy = ( Iv(y)1 dy + ( Iv(y)1 dy 
Ix - Yl2 JKx Ix - Yl2 JRl'Kx Ix _ Yl2 

";41Tllvlloo + Ilvll l . (3.5) 

Thus 

Ilro(x, . ;Z)w( • )11 2..; [l/(41T)2](41Tllvll oo + IIvll l ) . (3.6) 

Similar considerations combined with the dominated con-
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vergence theorem demonstrate (3.3). . D 
In the following we investigate the real-axis boundary 

behavior of the resolvent kernel r(x, y;Z) with the aid of the 
operator 

T(z) = ur(z)w, Imz:;60. (3.7) 

Since r(z) is bounded for 11m zl > 0 and u and w are bounded 
operators if II v II oo < 00, it follows that T (z) is bounded. 

Proposition 4: Assume. (1 + Ix 12)v(x) e L I(R3) and 
ve dln'Co' 

(i) T(z) = (1 +A (z))-IA (z), Imz:;60. (3.8) 

(ii) Defining T(A + iO) by (3.8) with z = A + iO, 

IIT(z)1I2<Mv'B."<00, zeSI> (3.9) 

where M is the constant defined in (2.50) and Br is the Roll­
nik constant in (2.12). 

(iii) For x:;6y and all z e Sio 

r(x,y;Z) = ro(x,y;z) - [ro(z)vro(z)](x,y) 

+ (ro(z*)w(x,· ),T(z)uro(z)( • ,y) , (3.10) 

where the second term on the right denotes the kernel of the 
operator ro(z)vro(z). 

(iv) For all z e SI' all x, y e JR3, 

Ir(x,y;z) - ro(x,y;z)I<C3(1 + M v'B."), (3.11) 

where C3 is finite and independent of x, y, and z. 
Proof (i) Start with the operator identity 

r(z) = ro(z) - ro(z)vr(z) , 1m z:;60 . (3.12) 

Ifwe multiply by u from the right and w from the left and use 
definition (3.7) then 

T(z) =A (z) -A (z)T(z). (3.13) 

Since (1 +A (Z))-I exists for Imz:;60, (3.8) follows from 
(3.13). Statement (ii) is an immediate consequence of Pro po­
sition 2(ii) and Proposition 3(iii). 

(iii) If we combine the identity 

r(z) = ro(z) - r(z)vro(z) (3.14) 

with (3.12), then we have for 1m z:;60 

r(z) = ro(z) - ro(z)vro(z) + ro(z)vr(z)vro(z). (3.15) 

Observe that the last factor on the right may be written as 

ro(z)vr(z)vro(z) = ro(z)wT(z)uro(z). (3.16) 

From Proposition 1 it is known that r(z) has a unique kernel 
for 1m z:;60. Furthermore the three terms on the right of 
(3.15) are all integral operators. Consider specifically the op­
erator expression on the right of(3.16). Here, T (z) is Schmidt 
class and ro(z)w and uro(z) are bounded operators. Thus the 
product of these three operators is Schmidt class. The kernel 
of (3.16) is easily shown to be 

[ro(z)wT(z)uro(z)] (x, y) 

J J 
ei.JZlx-y'l 

= w(y')T(y',x';Z)u(x') 
41Tlx - y'l 

ei.JZlx' - yl 
X dy'dx' 

4'ITlx' -YI 
= (ro(x,. ;Z*)w(· ),T(z)u(. )ro(' ,y;Z) . (3.17) 

Here T(y',x';Z) is the Hilbert-Schmidt kernel for T(z). 
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Lemma 5 justifies the interpretation of the dy' integral as an 
inner product. Similar remarks apply to the term ro(z)vro(z), 
provided that T(z) in (3.17) is replaced by the identity. Thus 
for x =1= y, (3.10) is proved. Note that the inner product form 
in (3.17) is simple to bound. Again from Lemma 5, we have 
the obvious estimate 

I (ro(x, • ;Z*)w(. ),T(z)u(. )ro(' ,y;z) I 
<lIro(x,. ;Z*)w( . )lIlIu( . )ro( • ,y;z)1I II T(z)1I 

< (C2 )ZM ..[if: , (3.18) 

valid for all x,y e R3 and all zeSI . Formula (3.18) and its 
companion formula for ro(z)vro(z) give one the statement 
(3.11). 0 

Let us establish the absolute continuity for positive A of 
the spectral kernel e(x, y;A ). We first modify a result ofTitch­
marsh. 14 

Proposition 5: Let Hbe a self-adjoint operator on L 2(R3
) 

and {E).:A e R J the associated family of spectral projectors. 
For all A < 00 assume that E). are integral operators repre­
sented by 

(E).f)(x) = Je(X,y;A)f(Y)dY , feL 2(R3
) , (3.19) 

where the spectral kernel e(x, y;A ):R3 X R3_C is (for each 
fixed A ) an L 2 function on every compact subset of R3 X R3. 
Furthermore suppose that the resolvent r(z) (1m z=l=O) de­
fined by H is an integral operator with a symmetric Carle­
man kernel, that is, 

limiting process through the multiple integral arising from 
the right side of (3.25), then (3.24) follows without diffi­
culty. 0 

Lemma 6: If v e .r * then H has a unique (after adjust­
ment on a null set of R3 X R3

) family of spectral kernels 
{ e(x, y;A ):A E R} satisfying (3.19). If in addition, v satisfies 
the hypothesis of Proposition 4, then for each (x, y) e R3 X R3 
the spectral kernel e(x, y;A ) is absolutely continuous with re­
spect to dA in the interval A e [O,oo}. The derivative of 
e(x, y;A ) is given by 

~ e(x, y;A ) = J.- 1m r(x, y;A + iO), A>O. (3.26) 
dA 1T' 

Proof The existence of e(x, y;A ) for v e .r * and the L 2_ 
character for compact subsets of R3 X R3 of the spectral ker­
nels are contained in Theorem 2 of OW. For alternate exis­
tence statements see Povznerl6 and Garding. 17 To proceed 
we employ Proposition 5 and verify that the resolvent kernel 
satisfies hypotheses (a) and (b). First consider requirement 
(a). The absolute value of the imaginary part of representa­
tion (3.10) for r(x,y;Z) gives 

11m r(x, y;z)1 < 11m ro(x, y;zJl 

+ I (ro(z*)w(x, . ), [T(z) - 1] uro(z)( . ,y) I . 
(3.27) 

The inner product term is bounded by estimate (3.2) and the 
bound (3.9) for T(z). With z = A + iv, A>O, we have the 
bound 

(r(z)f)(x) = J r(x,y;z)f(yJdy, 

where 

(3.20) 11m r(x,y;A + iv)1 

r(x,y;z) r(y,x;z) , x=l=y, Imz=l=O. (3.21) 

Suppose further that A2, AI' (A2 >AI) are a pair of real 
numbers not in the point spectrum of H. If (a) there exists a 
positive function C (x, y) such that for a.a. x, C (x, y) is L 2(dy) 
on every compact subset ofR3 and 

L
).2 

11m r(x,y;A + iv)ldA <C(x,y) , 
)., 

(3.22) 

where C (x, y) is independent of v e [0,1]; and if (b) almost 
everywhere in R3 X R3 the limit 

L
A2 

lim 1m r(x, y;A + iv)dA 
v-+O+ )., 

(3.23) 

exists and defines an L 2 function on compact subsets of 
R3 X R3; then 

1 L).2 
e(x,y;Az) - e(x,y;AI) = lim - 1m r(x,y;A + iv)dA 

v-+O+ 1T' )., 

a.e. in R3XR~. 
(3.24) 

Proof Equation (3.24) is the kernel analog of the well­
known IS operator identity [A2,A,1 E up (H l] 

E)., - EA = s-lim ~ ().' [r(A + iv) - r(A - iv)]dA . 
, v-+O+ 21T'1 ))., 

(3.25) 

If we take the kernel form of (3.25) and use (a) and (b) to 
justify changing orders of integration and passing the v-o+ 
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«A 2 + I) I 14/41T' + (C2f[ I + M..[if:], ve [0,1] , 

uniform inx,y, and v. Clearly, for A2>A 1>0, 

().2 1Im r(x,y;A + iv)ldA 
))., 

(3.28) 

{
(A 2 + 1)1/4 } < 2 + (C2)2[1 +M..[if:] (A2 -A I ). 

41T' (3.29) 

Since the right-hand side of (3.29) is finite and x, y, v indepen­
dent, hypothesis (a) is verified. 

Next examine hypothesis (b). Fix x, y, A >0 in the repre­
sentation (3.10) for r(x, y;A + iv). The operator norm contin­
uity of T(A + iv) - I = [1 +A (A + iV)]-1 as given in 
Proposition 3(H) combined with the vector norm continuity 
(3.3) of rotA + iv)w(x,.) and uro(A + iv)( . ,y) imply 
1m r(x, y;A + iv) is continuous for ve [0,1], 

lim 1m r(x, y;A + iv) 1m r(x, y;A + iO) , (3.30) 
v-+O 

for (x, y;A ) e R3 X R3 X R +. The pointwise limit (3.30) and 
the v-independent integral estimate (3.29) allows application 
of the dominated convergence theorem to show 

lim L).2 1m r(x, y;A + iv)dA = L).2 1m r(x, y;A + iO)dA . 
v-+O+ )., A, 

(3.31) 

Hypothesis (b) is thus satisfied. 
Combining Eqs. (3.24) and (3.31) leads to 
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1 i..t2 e(x,y.A2) - e(x,y;A)) = - 1m r(x,y;A + iO)dA, 
1T ..t, 

(3.32) 

for all x, y. Equation (3.26) follows as an immediate conse­
quence. 0 

The following theorem summarizes the existence and 
properties of the analytic semigroup kernels U (x, y;Z). Here, 
as in the Introduction, D denotes the open right-half com­
plex plane and D its closure. An nth order derivative with 
respect to z will be indicated by the notation in Eq. (2.13). 

Theorem 1: Suppose v E Y *. For every zED \ [0 J the 
operator e - zH is an integral operator with a kernel U (x, y;Z) 
given by the following series representation: 

U(x,y;z) = Uo(x,y;z)F(x,y;Z), (3.33) 

where Uo(x, y;Z) is the free semigroup kernel in Eq. (1.7). The 
function Fis defined by (for all zED) 

00 
F(x,y;z) = I + L Bn(x,y;Z), (3.34) 

n=1 

where 

(-zt Sal Sal J Bn (x, y;Z) = --, - ... dsl···dsn dp,(kd 
n. 0 0 

... J dp,(kn)e - zan + ibn (3.35) 

and 
n 

an(s)"'Sn;kl",kn) = L k;. kj min[s;(1 - Sj),Sj(1 - S;)J , 
;.j= I 

(3.36) 
n 

bn(Si'''Sn;ki'"kn;X,y) = L ((I + S;)x + S; y). k; . (3.37) 
;=1 

For each x, y the series (3.34) defines a holomorphic function 
inDo The series (3.34) is uniformly convergent for every com­
pact subset ofD. 

Proof See Ref. 2, Theorem I. 0 
Corollary 1: Let M be a non-negative integer. Suppose 

v E Y2~ , then for all x, y, and It I #0 

lim UIJi(x, y; f3 + it) = UIJi(x, y;it), j = 0, 1, ... ,M. (3.38) 
fJ-.<J+ 

Proof Fix x,y and It I #0. The function 
U~i(x, y; f3 + it) is continuous for f3 E [0,1] and for any j>O, 
thus it suffices to show that FIJi(x, y; f3 + it) is continuous 
for f3E[O,I]. This in turn is established by differentiating se­
ries (3.34) term by term and showing that a convergent ma­
jorizing series exists. Thejth derivative of Bn (x, y;Z) is 

B~i(x,y;Z) = (-It (dnsJdnp, (.§...)j[~e-zanJ/bn. 
n! Jo Jz 

(3.39) 

Here passing the derivative through the multiple integral is 
permissible since v E YrM andj<M. Note that 

I (~)j[zne -zanll <njlzln ,to e)lzl,-jlan 1', (3.40) 

where Ie - zanl < 1 since an >0 (Ref. 2, Lemma 5). The symbol 
e.) is the binomial coefficient. For v E Y 2~ one has the esti­
mate [Ref. 2, Eq. (4.13)] 
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J d I p,1(k)) ... J d I p,1(kn)lan 1'<11 p,lln(n2:2)', 

r = O,I,oo.,M. (3.41) 
If this estimate is combined with (3.40) one finds the bound 

IB~i(x,y;z)I<n3j(lzlll p,lIt (_I + K 2
)j. (3.42) 

n! Izl 4 
So the majorizing sum is 

f IB~i(X,y;z)I«_1 + K2)j f n
3j

(lzlllp,lIt < 00. 

n=O Izl 4 n=O n! 
(3.43) 

Each term B ~l(x, y; f3 + it) is continuous for f3 E [0, I]. The 
uniform convergence of 

FIJ1(X, y; f3 + it) = f B ~j)(x, y; f3 + it), j = O,I,oo.,M 
n=O 

(3.44) 

shows that FIJ1(x, y; f3 + it) is continuous for f3 E [0,1]. 0 
Proposition 6: Assume v E Y 2~' 
(i) If t #0, then 

UIJ1(x,y;it) = lim foo (-AYe-(P+;/)A.de(x,y;A) (3.45) 
fJ-.<J+ _ 111'11 

for allx,y andj = O,I,oo.,M. 
(ii) Ifin addition v satisfies the hypothesis of Proposition 

4, then Eq. (3.1) is valid for allx,y andj = O,I,.oo,M. 
Proof (i) First suppose v E Y *. In this circumstance it 

is proved in OW (Corollary 1) that the semigroup kernel has 
the representation 

U (x, y;Z) = foo e - z..t de(x, y;A ) , 
-111'11 

(3.46) 

for zED. The right side is analytic for Re z> ° and satisfies 

UIJ1(x,y;Z) = foo ( - A Yrz..t de(x,y;ll) (3.47) 
-111'11 

(see Widder,)8 Theorem 5a). Corollary 1 implies identity 
(3.45). 

(ii) From the relation (3.26) for the spectral kernel, (3.45) 
may be written 

UIJ1(x, y;it) 

= lim ~ (-A Ye-(P+;/)..t de(x,y;A) 
fJ-.<J+ J - 111'11 

+ lim J.- (00 ( _ A ye - I P + ;/)A. 1m r(x, y;A + iO)dA . 
fJ-.<J+ 1T Jo 

(3.48) 

From Lemma 4 we know the first integral contains only 
point spectrum. Since v E Y *, it is also known that 
de(x, y;A ) has finite total variation on the interval [ - II p,11,0] 
(see Theorem 2, OW). Thus the dominated convergence 
theorem gives 

lim ~ (-AYe-1P+;/)A.de(x,y;A) 
fJ-.<J+ J -111'11 

(3.49) 

Lemma 4 in OW shows that the right sideof(3.49)is finite for 
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allx,y. Thus (3.1) is established for allx,y andj = O,l, ... M. 

D 
In order to complete the discussion of U (x, y;Z), we re­

call the connection of this kernel to the fundamental solu­
tions of the time-dependent Schrodinger equation. 

Corollary 2: If v E .72* then U (x, y;it Iii) is the funda­
mental solution of partial differential equation (1.2) that sat­
isfies initial condition (1.3). 

Proof: See Ref. 19, Proposition 1. D 

IV. A TECHNIQUE OF BUSLAEV 

In this section we are concerned with the large-A. behav­
ior of the operators A (A. )A (n)(A.) and A (n)(A. )A (A. ), 
n = 0,1,2, ... , A. > 0. For notational convenience, we have 
simply written A. for A. + iO. Thus A (n)(A.) is meant for 
A (n)(A. + iO). In Lemma 7 below, we shall establish the fol­
lowing decay estimates: 

IIA (A. )A (n)(A.lIl = 0 (A. - (n + 1)/2) (4.1) 

and 

IIA (n)(A. )A (A. )11 = 0 (A. - (n + 1)12) , (4.2) 

as A.-+ + 00, for n = 0,1,2, .... To prove these, we adopt a 
technique of Buslaev. 9 

Let k = 0,1,2, ... , and consider the integral 

Bk(x, x';.-l. ) 

(4.3) 

Following Buslaev, we introduce a new Cartesian coordinate 
system y = (YI,h'Y3) with its center at the point 
X = (x + x')/2, and Y3 directed toward the point x. Now, in 
the integral (4.3), we consider x, x', andy in the new coordi­
nate system and replace v by V, where v( y) = v(X + y). Fur­
thermore, let us represent y in the ellipsoidal coordinates 

s=!(lx-YI + Iy-x'i), 

1] = (Ix' - YI-I Y - xi)/lx - x'i . (4.4) 

Letd = ~Ix - x'i and t/J be the angle between they,-axis and 
the projection ofy onto the (YI' Y2) plane. In terms of the new 
variables, the integral (4.3) becomes 

Bk(x,x';.-l.) = (4~)2 L'" dS e,2J):s IPdS,d) , (4.5) 

where 

(4.6) 

and 

VIs, 1],t/J,d) = v(cos t/J ~(1 _1]2)(S 2 - d 2) , 

sin t/J ~(1 _1]2)(S Z - d 2),S1]) . (4.7) 

The function v in (4.7) depends explicitly on the new center X 
as well as the Euler angles that characterize the rotation 
involved in the change of the original coordinate system to 
the one with center at X. Let us now assume v E .sf k' Integra­
tion by parts then gives 
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(417lBdx,x';.-l.) = _ IPdd,d) e,2J):d 

i2..JT 

__ 1_ ("" ds e12J):s ~ IPds,d). 
i2..JT Jd as 

(4.8) 

Note that, in view of (1.21) with L = 0, we have Ivl..;11 ,ull. 
Thus it is easily seen that 

IlPk(d,d)l..; [41r/(k + 1)] Ix - x'i k II,ull , (4.9) 

and that the first term on the right-hand side of (4. 8) is domi­

nated by 21Tlx - x'i k II ,ull/(k + 1)..JT. Next observe that 

and 

a JI -lPds,d) = klPk_ ds,d) + d1] as -I 

l
2~ a 

x dt/J (s + d1])k - VIs, 1],t/J,d) . 
o as 

/4.11) 
Hence 

L"" ds I ~ IPds,d) I 
..;k L"" ds IlPk - ds,d II 

+ 2k {"" dSJI d1] {2~ dt/J Sk { S } IVvl . 
Jd -I Jo ~C _ d Z 

(4.12) 

Since IPk _ I lS,d) = 0 IS - I - E) in view of (1.22), the first 
term on the right-hand side of(4.12) is finite. We now impose 
our second condition: v E f!l} k' This condition ensures that 
the second term on the right of(4.12) is also finite. Let us now 
rewrite Eq. (4.8) as 

Bk(x,x';.-l. )==11 ~)(x,x';.-l. ) + B ~)(x,x';.-l. ) . (4.13) 

If (1 + Ixl)2(k + l)v(x) E L I(JR3), then the estimates (4.9) and 
(4.12) show that for i = 1,2,u(x)B ~)(x,x';.-l. )w(x') is a Schmidt 
kernel with norm being 0 (A. -1/2). 

Lemma 7: Let v(x) E L 2(JR3) and (1 + IxW(n + I)V(X) 

E L I(JR3). If, in addition, v(x) E .sf nnf!l} n' then the operators 
A (A. )A (n)(A. ) and A (n)(A. )A (A. ) are of Schmidt class and satisfy 
the norm estimates in (4.1) and (4.2), respectively. 

Proof: We first recall the identity 

(4.14) 

where c is any complex constant and the coefficients djn are 
also constants with doo = 1 and dnn = ° for n = 1,2, ... ; see 
Ref. 20, p. 20. From (2.14), it then follows that there are 
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constantscjn withcoo,cO, for n = 1,2, ... , such that the kernel Thus, to prove (4.19), it suffices to show that 
for A (nl(A ) is given by 

II ( d~ )mA 3. + 4( , ) II = a (' - (m + s + 1121/2) . A (nl(A )(x, y) = A (nl(x, y;A. ) /I. /I. /I. (4.25) 

1 ~ C
jn b ( .1) (4 15) = -4 .~ , (n + fJ/2 n - j x, y;,., . 

1T }=o /I. 

where 

bk(x,y;A.) = u(x) Ix - ylk-le;P'!x-y1w(y) (4.16) 

and the derivatives are taken with respect to A. This in tum 
implies that the kernel for A (A )A (nl(A. ) is given by 

[A (A. )A (nl(A. )] (x, y) 

= r A (x,x';A.)A (nl(x',y;A. )dx' 
JRJ 

(4.17) 

The operator inside the norm is equal to a finite sum of pro­
ducts of the derivatives of A (A. ). Note that each product has 
3s + 4 factors, and at most m factors involve derivatives. 
The constraints on the summations in (4.20) and (4.21) imply 
m <s + 2. Thus there are at least 2s + 2 factors of A (A. ) not 
involving derivatives. If the undifferentiated A (A. )'s can be 
grouped into products of A 2(A. ), then by Proposition 2(v) and 
Lemma 7 (with n = 0) we have lI(d IdA. )mA 3S+4(A.1I1 
= a (A. - (m +. + 1112), which implies (4.25). The worst possi­

ble case is when the undifferentiated A (A. )'s are separated by 
differentiated ones as frequently as possible. Let us consider 
a term in the finite sum, which is of the form 

where Bk(x, y;A. ) is as defined in Eq. (4.3). Since each term A (A. 1" + IA (m,,(A. )A (n,,(A. )A (m,,(A. )A (A. 1" + I 
under the sum is of Schmidt class with norm being a (A. -1/2), 

we have the estimate in (4.1). A similar argument establishes XA (m31(A. )A (A. ) •.• A (A. )A (m,I(A. )A (nll(A. ) 
the result in (4.2). This completes the proof of the lemma. 

o XA (m, + "(A. )A (A. ) ••• A (A. )A (mul(A. )A (A. 1'w + I , (4.26) 

Lemma 8: Let vE.9/S+2n~S+2 and (1 + Ixl)2s+2 
X V(X)E L I(R3). Define 

EL(X,y;A.) = (ro(A. *)w(x,. ), 

[1 +A (A.)] -IA L+ I(A. )uro(A.)(. ,y) . 

(4.18) 

Then, as A._ + 00, 

(d)' + 2 (. 1 ) _ a (., - s - I - 114) 
- E3.+ 3 x,y". - /I. • 
dA. 

(4.19) 

Proof Since (1 + Ixll2s + 2V(X) E L I(R 3), we have 

( 
d )S+2 

dA. E3• + 3 (x, y;A. ) 

S + 2 (S + 2) (( d )S + 2 - I 
= I~O I dA. ro(A. *)w(x, • ) , 

(~y(1 +A (A. ))-IA 3s+4(A. )uro(A.)(· ,y)). (4.20) 

The second element in the inner product in (4.20) can be 
written in the form 

L C;mn(3...-);(l +A (A. ))_I(3...-)m A 3s+4(A.) 
;+m+n=1 dA. dA. 

X(d~ruro(A.)(.,y). (4.21) 

Simple calculation then shows that 

II (~Y+2-lro(A. )w(x,. )11 = a (A. -(s+2-1)/2) (4.22) 

and 

By Proposition 2(v), we also have 
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where l<m;<m for l<i<u, O<nj<m for 14<v, and 
m l + ... + mIl + n l + ... + nv = m. Note that u<m. The 
worst possible case is included in (4.26) by taking 
m l = ... = mIl = 1 and n l = ... = nv = O. Terms not of the 
form in (4.26) can be handled in a similar but simpler man­

ner. We shall always group A (m,I(A. ) with anA (A. ) so that the 
results in Lemma 7 can be applied. For instance, in (4.26), we 
have 

IIA (A. )A (m,,(A. )11 = a (A. - (m, + 1)/2) 

IIA (A. )(m,IA (A. )11 = a (A. - (m, + 1)/2) (4.27) 

To A (nll(A.), we apply Proposition 2(v). Thus, IIA (nll(A. )11 

= a (A. - n/\ LetJlk denote the number off actors in a block 
A (A. ) •.• A (i ) between two consecutive derivatives of A (A. ), as 
indicated in (4.26). There are totally w + 1 such blocks, 
where.w = u - v. Thus we have the relationship 

JlI + ... + Jlw+ I + V + 2u = 3s + 4, 

from which we have 

W+I[I] 1 L -Jl; ;..s+-ls+4-v-2u-(w+ I)}, 
;=1 2 2 

(4.28) 

(4.29) 

where [! Jl; ] stands for the largest integer less than or equal 
to ~ Jl;. The product in (4.26) can now be shown to be of the 
order 

a (A. - (m +" + 1'.:"'::"[P/2]112) • 

[Note that IIA 2(A.)1I = a (A. -1/2) by Lemma 7.] Since, by the 
inequality in (4.29), 

w+I[l] 1 u + L -Jl; ;;'s+-, 
;=1 2 2 

(4.30) 
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this product is, in fact, of the order 0 (A - (m + s + 1/2)12). This 
establishes the estimate in (4.25) and hence the lemma. 0 

v. THE SMALL-A EXPANSION OF Imr(x,Y;A +;0) 

As in Sec. IV, we shall again write A for A + iO. Thus, 
from Proposition 4 we have 

r(x,Y;A ) 

= ro(x,Y;A) - [rotA )vro(A )](x,y) 

+ (ro(A *)w(x" ),(1 +A (A ))-IA (A )uro(A)(' ,y) , 

(5.1) 

if(1 + IxI2)V(X) E L I(K3) and v E.!if In?f o' In order to obtain 
the small-A expansion of 1m r(x, Y;A + iO), we first need the 
following lemmas. 

Lemma 9: Assume (1 + IxI 2)v(x) EL I(K3
) and 

v E .!if In?f o' Then, for any L> 1, 

r(x,Y;A) = ro(x,Y;A) - [rotA )vro(A )](x,y) 

L-I 
+ L (- 1)1 [rotA )(vro(A )f+ 2](x,y) 

1=0 

+ ( - W (ro(A *)w(x, . ), 

(I+A (A ))-IA L+ I(A )uro(A)(. ,y), (5.2) 

where the I th term in the finite sum on the right-hand side 
denotes the kernel of the operator rotA )(vro(A ))1+ 2. 

Proof For any k>2, we have the operator identity 

rotA )(vro(A W = (ro(A)w)(A (A W - l(uro(A )) . (5.3) 

The kernel form of this identity is given by 

[rotA )(vro(A)t ](x,y) = [rotA )wA k-I(A )uro(A )](x,y). (5.4) 

The right-hand side of (5.4) is a multiple integral and can be 
reinterpreted as the inner product 

(ro(A *)w(x" ),[A k-I(A )uro(A)]( . ,y) , (5.5) 

since both rotA *)w(x, . ) and uro(A )( • ,y) are square integra­
ble. Thus 

[rotA )(vro(A )lk] (x, y) 

= (ro(A *)w(x" ),[A k-I(A )uro(A)](' ,y) . (5.6) 

The desired result in (5.2) now follows from (5.1) and the 
expansion 

(1 + A (A )) -I = 1 - A (A ) + ... + ( - W - IA L - I(A ) 

+ (- I)L(1 +A (A ))-IA L(A). (5.7) 

Lemma 10: Let v E Y *nL I(K3
). Then, for n> 1, 

lim ~ r"" Im[ [rotA )(vro(A W](x,y)!e- P-<- itJ. dA 
{3-00+ 1T Jo 

763 

1 1 f = (41T)" + 3/2 (it f/2 dYI···dYn 

X {V(Yt!"'V(Yn)[ Ix - YII + ... + I Yn - yl] } 

IX-YIIIYI-Y2I···IYn -yl 

xexp[itlx - YII + ... + I Yn - YW] . 
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o 

(5.8) 

Formula (5.8) also holds for n = 0 if the multiple integral in 
(5.8) is replaced by exp((i/4t )Ix _ YI2). 

Proof For k,O and Re z > 0, we have 

_e _=__ e-zAsin(2~kA )dA; -k/z 1 i"" 
z312 ..fiilC 0 

(5.9) 

see Ref. 20, p. 1146. Let 

1 i"" 1=- Im[ [rotA )(vro(A ))n](x,ylle- zA dA, 
1T 0 

(5.10) 

and note that 

[rotA )(vro(A W](x,y) 

=(_1 )n+lfdYI ... dY { V(YI)"'V(Yn) } 
41T n Ix-yd ••• IYn-yl 

xexp[iff(lx-YII + ... + IYn -YI)]· (5.11) 

Since v E Y *nL I(R3
) CL 2(R3)nL I(R3

), it follows that v E f!II 
(see Ref. 8, Corollary 1.14). Hence the above multiple inte­
gral is absolutely convergent. By Fubini's theorem 

1= ..!...(_1 )n+ If dYt' .. dy { V(YI)"'V(Yn) } 
1T 41T n IX-YII ... IYn -yl 

xl"" sin[ff(lx-YII + ... + IYn -yll]e-zAdA. 

(5.12) 

Now we use (5.9) withk = !(Ix - yd + ... + I Yn - YI)2. The 
result is 

1= 1 -1-fd ... d 
(41T)" + 3/2 z3/2 YI Yn 

X {V(Yt!"'V(Yn)[ Ix - YII + ... + I Yn - YI]} 

IX-YIIIYI-Y21 .. ·IYn -YI 

X exp[ - :z (Ix - YII + ... + I Yn - YIl2]. (5.13) 

Write z = /3 + it and let /3 tend to zero. The result in (5.8) 
follows immediately since it can be shown that 

<..L< 00 , (5.14) 

where L is independent of x and y. 
Lemma 11: Let v E Y * and 

X v(x) E L I(R3). Then 

o 
(1 + Ixl)2(m + 2) 

A (A) =Ao + iff A I +M2 +R3(A), (5.15) 

where each Ai> i = 0,1,2, is a Schmidt class operator with a 
real-valued kernel, and R3(A ) satisfies 

IIR3(A JlI2 = O(A 3/2), as A-O+ . (5.16) 

Furthermore, the expansion (5.15) can be termwise differen­
tiated m times, and, for v = O,I, ... ,m, 

IIR~V)(A)1I2=O(A3/2-v), as A-o+. (5.17) 

Proof We first recall the Taylor formula 

. (ex)2 (ex)3 i l 
. e'CX = 1 + icx - -- - i-- (1 - t )2e,cxt dt. 

2! 2! 0 
(5.18) 
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With c = Ix - yl and x = ,fT, we have, from the definition 
of A (x, y;A ), 

A (x,y;A) = Ao(x,y) + iA 1/2AI(x,y) 

+ AA2(x,y) + R3(X,y;A), (S.19) 

where 

and 

Ao(x,y) = u(x)W(y)/41Tlx - yl , 
AI(x,y) = u(x)W(y)l41T, 

(S.20) 

(S.21) 

A2(x,y) = - (Ix - YI/81T)U(X)W(Y)· 

The remainder has the explicit form 

(S.22) 

A 312 
R 3(x,y;A) = - i-Ix - yI2U(X)W(Y) 

81T 

X f (1 - t )2eiJXix-Ylt dt. (S.23) 

Expansion (S.19) is the kernel form of the expansion in (S.IS). 
It is easy to see that if (1 + IxI)4V(X) E L I(K3) then for each 
i = 0,1,2, IIA i Ib < 00. Furthermore, 

IIR3(A )112 = 0 (A 3/2), as A-o+ . (S.24) 

The second statement of the lemma now follows from differ­
entiating expansion (S.19) and applying Eq. (4.14) to Eq. 
(S.23). [Observe that in (4.14), doo#O.] This completes the 
proof of the lemma. D 

Lemma 12: Let v be as in Lemma 11, and suppose 
further that v E d Inlr o' Then we have 

(1 +A (A ))-1 =Bo + i,fTBI +AB2 + Ea(A ), (S.2S) 

where Bo is a bounded operator which maps a real-valued 
L 2-function into a real-valued function, BI and B2 are 
Schmidt class operators with real-valued kernels, and E3(A ) 
satisfies 

(S.26) 

Furthermore, the expansion in (S.2S) can be termwise differ­
entiated m times, and 

IIE~l(A lII2 = O(A 312-" as A-o+ . (S.27) 

for v = O,I, ... ,m. 
Proof Since (1 + A (A )) - I is a function of ,fT, it is con­

venienttoput(1 + A (A ))-1 =f(,fT) and introduce the nota­
tion 

A [nl(A ) = (_d_)nA (A ) . (S.28) 
d,fT 

Simple calculations then show that (d / d ,fTW(,fT) is equal 
to a finite sum of the form 

(1 +A (A ))-IA [md(A)(1 +A (A ))-1 

XA [m21(A ) ... (1 +A (A ))-IA [m"l(A)(1 +A (A ))-1, 

(S.29) 

where m l + ... + mp' = I. In particular, we have 

f(O) = (1 +AO)-I, (S.30) 

_d_f(,fT) I = -i(1 +Ao)-IA I(1 +AO)-I, 
d,fT A~O 

(S.31) 
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and 

(_d )f(,fT) I 
d,fT A~O 

= - 2(1 +Ao)-I{AI(1 +Ao)-IA I +A21(1 +AO)-I, 

(S.32) 

where Ao, AI' and A2 are the operators appearing as coeffi­
cients in the expansion (S.IS). An application of Taylor's 
theorem with remainder then gives 

(1 +A (A ))-1 =Bo + i,fTBI +AB2 + E3(A), (S.33) 

with Bo = (1 +AO)-I, BI = -BoAIBo, 
-BoA~o,and 

A 3/211 
E3(A) = - (1- t)2f(3l(,fTt)dt. 

21 0 

In (S.34), it is understood that 

f(3l(,fTt) = (~)f(..[U)1 . 
d..[U .[U =,f):t 

(S.34) 

(S.3S) 

To obtain norm bounds for BiO i = 0,1,2, we apply Proposi­
tion 3 and Lemma 11. The results are IIBoll <M, 
IIBII12<M21IAII12' and IIB2112<M31IAIII~ + M211A21b, where 
M is the constant appearing in (2.S0). 

By the mean-value theorem for integrals, the remainder 
in (S.34) can be written as 

A 3i2 
E3(A ) = -f(3l(,fTtl ) 

31 

=- - (1 +A(U))-I , A
3/2

( d )3 I 
31 d..[U .[U ~,f):tl 

(S.36) 

where O<tl < 1. The third-order derivative on the right­
hand side is equal to a finite sum of terms of the form given in 
(S.29). By Proposition 3, it is easily seen that this derivative is 
bounded by 

6M411A [ll(AS)II~ + 6M311A [21(ASlIbIIA [11(AS)112 

+ M211A [31(ASlIb, (S.37) 

where S = tiE (0,1). Since A (A ) is an analytic function in 

,fT, for each i = 0,1,2, ... ,IIA [il(ASlII2 is bounded for bound­
ed A. This establishes the result in (S.26). To prove the 0-
relation in (S.27), we first recall the formula of Faa di Bruno 

(!YF({X) 

F(nl({X) n(n - 1) F(n - Il({X) 

(2{X)" 1! (2{X)n + I 

+ (n + l)n(n - l)(n - 2) F(n-2l({X) +.... (S.38) 
21 (2{X)n+2 

(See Ref. 20, p. 20.) By this formula, together with essentially 
the same argument as given for (S.26), it is easily shown that 

11(~)i(3)(,fTtdI12 =O(A -k+1I2), k= 1,2, ... ,m. 

(S.39) 

(The exponent 1/2 is absent when k = 0.) The estimate in 
(S.27) now follows immediately, after a simple application of 
Leibniz's rule to the first equality in (S.36). 
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We finally come to show the reality properties of the 
operatorsBi, i = 0,1,2. The fact that Bo = (1 + AO)-I maps 
real-valued functions to real-valued functions is obvious, 
since Ao has a real-valued kernel (Lemma 11) and v E 'Co. 
This also implies the operators BI and B2 have the same 
property. SinceBI andB2 are Schmidt class operators, it can 
now be shown that they must have real-valued kernels. D 

Lemma 13: Assume v E Y * and (1 + Ixjf(m + 2)V(X) 
E L I(R3). Then 

u(x) eiv'illx-x'i = ao(x,x') + i..jTal(x,x') 
41Tlx -x'i 

+ Aa2(x,x') + cJ>3(X,X',A ) , (5.40) 

and similarly 

41T~~ ~ yl eiv'illx' - yl = bo(x', y) + i..jTbl(x', y) 

+ Ab2(x', y) + 1/13(X', Y;A ) , (5.41) 

where the coefficients ai(x,x') and bi(x',y), i = 0,1,2, are all 
real-valued square integrable functions of x' in R3, and the 
remainders satisfy 

(5.42) 

and 

(5.43) 

for all sufficiently small A, Mx and Ny being constants de­
pending on x and Y, respectively. Furthermore, the expan­
sions (5.40) and (5.41) can be termwise differentiated m times 
with respect to A, and for all sufficiently small A, 

11cJ>!;')(x, ';A lI12<A 3/2-vMx,v (5.44) 

and 

(5.45) 

v = 1,2, ... ,m, where Mx,v and Ny,v are again constants inde­
pendent of A. 

Proof Since the arguments here are similar to those giv-
en in Lemma 11, we omit them altogether. D 

We are now ready to present our main result of the 
section. First we return to Eq. (5.1) and observe that to obtain 
the small-A behavior ofIm r(x, Y;A ), it suffices to consider the 
function 
h (x,Y;A )=lm(ro(A *)w(x,.), 

[1 + A (A )] -IA (A )uro(A )( . , y) . (5.46) 
Proposition 7: Let v E Y * and (1 + Ix jf(m + 2)V(X) 

E L I(R3), and suppose that v E d In'C o. Then 

h (x,Y;A) =A 1/2h l(x,y) + tP2(X,Y;A), (5.47) 

where hl(x,y) is uniformly bounded in x andy, and 

tP2(x,Y;A) = O(A 3/2), as A~+ . (5.48) 

Furthermore, Eq. (5.47) can be differentiated m times with 
respect to A and 

1,6 ~)(x, Y;A ) = 0 (A 3/2 - "), as A~+ , (5.49) 

for v = 1, ... ,m. The O-symbols in (5.48) and (5.49) are uni-
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form with respect to x and Y for (x, y) in any compact subset 
ofR3XR3. 

Proof By Lemmas 11 and 12, we have 

(1 +A (A n-IA (A) =Do + i..jTDI +AD2 +D3(A), (5.50) 

where Di, i = 0,1,2, and D3(A ) are Schmidt class operators. 
The kernels of Do denoted by Di(X, y), are real valued, and 
the remainder D3(A ) satisfies 

IID3(A lIlz = O(A 3/2), as A~+ . (5.51) 

The coefficients Di are explicitly given by Do = BoAo, 
DI = B lAo + BoA I' and D2 = BzAo - B IA 1 + BoA2' A com­
bination of (5.46), (5.50), and Lemma 13 gives the desired 
approximation (5.47) with 

hl(x,y) = f f dYI dY2{bo(x,yt!Do(YI'Y2)a l(Y2'Y) 

+ bl(x'YI)Do(YI'Y2)aO(Y2'Y) 

+ bo(x,yt!DI(YI'Y2)aO(Y2'Y)} . (5.52) 

A similar formula exists for the remainder 1,62 in (5.47). We 
next observe that the coefficients ai(x,x') and bi(x', y), 
i = 0,1,2, in (5.40) and (5.41) have the norm estimates 
Ilao( . ,YlI12 < C, Ilbo(X,. )112 < C, Ilai( . ,ylII2<C(1 + I yl)i-l, 
andllbi(x, ·liI2<C(1 + IxW-I,i= 1,2,Cbeingindependent 
ofx andy. These estimates, together with (5.52), immediate­
ly give 

Ihl(x,y)I<CI , (5.53) 

for some constant CI' The remainders cJ>3(x,Y;A) and 
1/13(X, Y;A ) in (5.40) and (5.41) also satisfy the norm estimates 

1IcJ> !;,)(x, . ;A )11z<MvA 3/2 - 1'(1 + Ixjf + v , (5.54) 

and 

III/I~v)( . , Y;A lI12<NvA 3/2 - 1'(1 + I yjf + v , (5.55) 

for v = O,l, ... ,m. From these estimates, it is now easy to see 
that we have 

1,6 ~)(x, Y;A ) = 0 (A 3/2 - V), as A~+ , (5.56) 

v = 0,1 , ... ,m, uniformly valid for x and Y restricted to any 
fixed compact subset ofR3. D 

VI. THE LARGE-t EXPANSION OF S(X, y;t) 

Our starting point is the representation 

S(x,y;t) = lim ~ roo e-(P+it)Almr(x,Y;A)dA (6.1) 
(3-.0+ 17' Jo 

given in (3.1). In view of(5.1) we can rewrite this as 

S(x,y;t) = (l/1T)[Ho(x,y;t) - HI(x,y;t) + H 2(x,y;t)] , 

where 

Ho(x,y;t) = lim roo e-(P+itjAlmro(x,Y;A)dA, 
(3-.0+ Jo 

(6.2) 

(6.3) 

HI(x,y;t) = lim roo e-(P+it)A Im{ [rotA )vro(A )](X,y)}dA, 
(3-.0+ Jo 

(6.4) 
and 

H 2(x,y;t) = lim roo e-(P+it)Ah(x,y;A)dA. (6.5) 
(3-.0+ Jo 
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The function h (x, y;A ) is defined in (5.46), and denotes the 
last term in expansion (5.1). In Lemma 10, both Ho(x, y;t ) and 
HI(x,y;t) have been evaluated in closed forms. Hence it is 
easily seen that they have asymptotic expansions of the 
forms 

Ho(x, y;t) = at -3/2 + 0 (t -5/2) (6.6) 

and 

HI(x, y;t) = /3 (x, y)t -3/2 + 0 (t -5/2) , (6.7) 

as t~ + 00, where a is a constant and /3 (x, y) is uniformly 
bounded in x and y. The order estimates in (6.6) and (6.7) 
hold also uniformly for x and y restricted to any compact 
subset ofR3. 

To derive a similar result for H 2(x, y;t), we insert (5.47) 
into (6.5) and obtain 

H 2(x,y;t) 

= e-i31T/4rmhl(x,y)t -3/2 +H2(x,y;t) , (6.8) 

where 

H2(x,y;t) = lim Leo e-IP+itjAtP2(X,y;A)cIA. (6.9) 
fJ-+(J+ 0 

To the last expression, we apply integration by parts twice. 
The integrated terms vanish, in view of(5.48) and (5.49) and 
the fact that tP2(X, y;A ) and tP 2 (x, y;A ) have at most polyno­
mial growth at A = + 00. Thus 

H2(x, y;t ) = ( -~) lim L"" tP ;(x, y;A )e - I P + it jA dA . 
t fJ-+(J+ 0 

If we can show that the integral 

1"" tP ;(x, y;A leilA dA 

(6.10) 

(6.11) 

converges uniformly for all large values oft and for x andy in 
compact subsets of R3, then by the modified Riemann­
Lebesgue lemma (OW, Lemmas 6 and 9), we have 

- -2 H 2(x,y;t) = ott ), as t~oo , (6.12) 

uniformly for x andy in a compact subset ofR3. 
To prove the uniform convergence of the integral in 

(6.11), we first note that the estimate in (5.49) implies that 
this integral is absolutely convergent at the lower limit. 
Hence, in view of (5.47), we need be concerned with only the 
integral 

J"" h W(x, y;A )eUt dA . (6.13) 

Now we recall the identity in (5.2), and, for convenience, put 

A.(x,y;A )=[ro(A )(vro(A ))'](x,y) , s = 2,3,.... (6.14) 

A combination of(5.1), (5.2), and (5.46) gives 
L-I 

h (x,y;A) = L (- 1)1 ImA I + 2(x,y;A) 
1=0 

(6.15) 

where EL(X,y;A) is as defined in (4.18). For the moment we 
need consider only the case L = 3, and Lemma 8 immediate­
ly gives 

Ej'(x,y;A) = O(A -1-1/4), as A~oo . (6.16) 
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By definition, 

(411')>+ IA.(x,y;A) 

=JdYI ... dY { V(YI)"·V(y.) } 
• Ix-yI! .. ·ly.-yl 

xexp(i~(lx - YII + ... + I y. - ylll, (6.17) 

see (6.14) and (5.11). Upon differentiating (6.17) with respect 
to A twice, we have 

(411')' + 1..1 ;'(x, y;A ) 

= A - 3/2F.(x, y;A ) - l/{4A )G.{x, y;A ) , (6.18) 

where F.{x, y;A ) is uniformly bounded in A and in (x, y) for 
(x, y) belonging to any compact subset of R3 X R3. The func­
tion G.(x,y;A) is given by 

G.{x,y;A) = J dYi' .. dy. v(YI)"·v(y.) 
IX-YII .. ·ly. -YI 

x(lx-YII + ... + Iy. -yW 

Xexp(i~(lx - YII + ... + I Y. - ylll· 

(6.19) 

By applying the Buslaev technique (Sec. IV) to the dYI inte­
gral, it can be shown that 

G.(x,y;A) = O(A -1/2), as A~oo , (6.20) 

uniformly for (x, y) in compact subsets of R3 X R3. This, to­
gether with (6.18), infers that the integrals 

J"" A ;'(x,Y;A )eUt dA, s = 2,3, ... , (6.21) 

and also the integral in (6.13) are uniformly convergent for 
all large t and for all x and Y in compact subsets of R3. As 
remarked previously, this proves the result in (6.12) and 
hence the following theorem. 

Theorem 2: Assume that (i) v E Y *ng' 0' (ii) 
v E d 2nfJJ 2, and (iii) (1 + Ixl)8V(X) EL I(R3). Then Eq. (1.14) 
holds, i.e., 

S (x, y;t) = f/J (x, y)t -3/2 + c5(x, y;t) , (6.22) 

where f/J (x, y) is uniformly bounded in x and y and the re­
mainder satisfies 

(6.23) 

uniformly for x and y in compact subsets of R3. 
This is a kernel analog of Theorem 10.3 given in Jensen 

and Kato.6 As mentioned in Sec. I, to investigate the asymp­
totic expansion of the spectral kernel e(x, y;A ), we require the 
hypotheses Tp(r;N). For this reason we need the following 
extension of Theorem 2. 

Corollary 3: Assume that (i) v E Y 1Nng' 0' (ii) 
vEdN + 2nfJJ N + 2, and (iii) (1 + IXW(N+4Iv{X)EL I(R3). 
Then the asymptotic expansion (6.22) can be termwise differ­
entiated N times, and forj = 1, ... ,N, 

c5IJ1(x,y;t)=0(t- 2- i ), as Itl~oo, (6.24) 

uniformly for x and y in compact subsets of R3. 
Proof: The argument here is similar to that given for 

Theorem 2, and will hence be kept to a minimum. We begin 
with (3.1). 
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Replacing r(x,Y;A) by its representation in (5.1) gives 

(:J S (x, Yi t ) 

= (1/11') [ H l/1(x, Yit ) - H \Jl(x, Yit ) + H ~(x, y;t )] , 

(6.25) 

where H\}1(x, Yit), i = 0,1, is easily shown to be thejth deri­
vative, with respect to t, of the function Hi (x, Yit) given in 
(6.3) and (6.4). Since these functions, as previously men­
tioned, have already been explicitly evaluated, their asymp­
totic expansions can be easily obtained by differentiating the 
expansions in (6.6) and (6.7). The last term in (6.25) is given 
by 

HV1(X,Yit) = lim (00 (-iAYe-(P+itj,th(x,y;A}tU. (6.26) 
p.....o+ Jo 

Repeating the argument leading to (6.8), we obtain 

HV1(x,Yit ) = ( - 1yru + ~)e-i37T/4hl(X,Y)t -J- 3/2 

+ liV1(x, Yit) , 
where 

(6.27) 

liV1(x,Yit ) = lim (_ 1Y (00 e-(P+itj,t,U¢2(X,Y;A )dA. 
p.....o+ Jo 

(6.28) 

Put 

tP2(x,Y;A) = A j¢2(X,Y;A ). (6.29) 

Proposition 7 then gives 

(~ YtP2(X, Y;A ) = 0 (A 3/2+ j - i), as A-o+, (6.30) 

for i = O,l, ... ,j + 2. We now integrate (6.28) by partsj + 2 
times. The results in (6.30) ensure that the integrated terms 
all vanish at the lower limit A = 0. Since tP2 and all its deriva­
tives (with respect to A ) have at most polynomial growth, the 
integrated terms also vanish at the upper limit A = + 00. 

Thus 

liV1(X,y;t) = lim (- lYt -j-2 
p.....o+ 

x 100 
e-(P+itj,t (~ )J+2tP2(X,Y;A )dA. 

We wish to show that as t--+oo, 

liV1(x,Yit ) = oft -j-2), 

(6.31) 

(6.32) 

uniformly for x andy in compact subsets ofR3
• This is equi­

valent to showing that for s = O,l, ... ,j, we have 

~+ 100 
e-(P+itj,tA s(~ )s+2¢2(X,Y;A )dA-o, (6.33) 

as t--+ 00, uniformly for x andy in compact subsets ofR3
• (The 

cases s = - 2 and s = - 1 are simpler.) At the lower limit, 
the integrals in (6.33) are absolutely convergent on account 
of (5.49). (Take m = N + 2 in Proposition 7.) Thus, we need 
be concerned with only the upper limit. In view of (5.47), it 
suffices to show that for s = O,l, ... ,j, 

~ 100 
e-(P+itj,tA S(d~ r+\ (x,Y;A )dA-o, (6.34) 
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as t--+oo, where p is some fixed positive number. With 
L = 3s + 3, Eq. (6.15) becomes 

3s+2 
h (x,Y;A) = L (- 1j1Im A 1+ 2 (x, Y;A ) 

1=0 

+ ( - 1 )3s + 3 1m E3s+ 3 (x, Y;A ) . (6.35) 

From Lemma 8, it follows that the integral 

100 
A s( d~ r + 2 E3s+ 3 (x, Y;A )dA (6.36) 

is absolutely convergent. By the Riemann-Lebesgue lemma, 
the result in (6.34) holds provided that as t--+oo, 

(6.37) 

for 1= 0,1, ... ,3s + 2. Since (6.37) follows from integrations 
by parts s times [cf. (6.17) and (4.14)], the proof of the 
theorem is now complete. D 

The above derivations were carried out for large posi­
tive values of t. However, the case in which t is a negative 
value can be included by changing the sign of i throughout. 
The validity ofthe expansion (1.11) was established in OW 
under the condition that HE Tp (YiN) for some Y < Oi see 
OW, Theorem 5 and the concluding remark. From Corol­
lary 3, it is easy to see that HE Tp (YiN) for all 'V E ( - ~,O). 

Thus we have the following conclusion. 
Theorem 3: Let N be a positive integer and M be the 

integer satisfying 

2N +~<M<2N +~. (6.38) 

If (i) vEY21M+N)nlfo, (ii) vEdN + 2 nf!lJ N + 2 , and (iii) 
(1 + Ixl)2(N +4)v(x) E L I(R3 ), then 

M-l (1)" ( d )" 
e(x,Y;A) = ,,~o 7 P,,(x,y) dA eo(x,Y;A) 

+ OrA -N), (6.39) 

aSA--+ + 00, where theo-symbol is uniform with respect tox 
andy for (x,y) in any compact subset ofR3 XR3

• 
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I t is shown that a certain bilinear expression on the space of spherical harmonics of equal angular 
momentum is constant on the two-sphere. 

I. INTRODUCTION 

In this paper I want to present a new identity for spheri­
cal harmonics. The proof of this relation is a good example of 
the geometrical viewpoint introduced by Newman and Pen­
rose l in the study of spherical harmonics. However. to make 
the discussion self-contained. I shall avoid their formalism 
and. essentially. rederive their results concerning spin­
weighted functions on S 2 in standard tensoriallanguage. 2 

Letf, g be spherical harmonics of angular momentum I. 
i.e .• functions on S 2 satisfying 

[D2 + 1(1 + 1)]f= [D2 + 1(1 + 1)]g = O. (1) 

Here D 2 = [(bDaDb' gab is the standard metric on S2. and 
D a its covariant derivative. Define 

(2) 

where TS denotes the operation of taking the trace-free sym­
metric part. Then, I claim, 

± 2k (/-k)! Fk = 2/+ 1 f Fo d 2n. (3) 
k=O (/+k)! 41T JS2 

Note that Eq. (3) says, first of all, that the left side is constant 
and, secondly, that this constant is computable in terms of 
the integral ofJ-g over S2. 

II. THE PROOF 

We proceed by a series oflemmas. Letla"""k (k>3) be 
trace-free and symmetric (in short: TS) in the indices 
a 2, ... , ak' Then, on a two-dimensional manifold, one easily 
checks the identity with Lemma 1. 

Lemma 1: 

+ ga,(a,fa a,]a •... ak"· 

Now specialize to S 2 with curvature 

(4) 

Rabed = 2gc(agb]d' (5) 

Letfbean arbitraryfunctiononS 2. Then, for k>2, we have 
Lemma 2. 

Lemma 2: 

Da'TS[D ..• D.!] =lTS[D .. ·D 
Q. a 2 Q 1 Qk- t 

X(D 2 +k(k-1))f]. (6) 

Proof Equation (6) is easily seen to be valid for k = 2. 
For k>3 we apply Eq. (4) to the expression TS[ Da, .. ·Da.!] 
to find that the left side ofEq. (6) is given by 

DakDa, TS[ Da, ... Da.!] + trace terms. 

Commuting derivatives, there results 

+ trace terms, (7) 

and Eq. (6) follows by operating with TS on Eq. (7) and using 
the induction hypothesis. 

Lemmas 1 and 2 are purely local statements. A crucial 
piece of global information is contained in Lemma 3. 

Lemma 3: Letla, ... a. (k>2) be a TS tensor which is also 
divergence-free. Thenla"""k is identically zero. 

Proof Let S be in the three-parameter set of functions 
satisfying 

DaDbS= -Sgab' (8) 

(Essentially, S is a Euclidean component ofthe unit normal 
of S2 in R3

). Define (Sa: = D"S) 

(9) 

One verifies that ta is both divergence- and curl-free whence, 
as a vector field on S 2, it has to vanish identically for all S 's. 
But, sincela"""k has only two independent components, this 
implies thatla, ... ". itself is zero. 

For completeness sake we mention an interesting corol­
lary of Lemma 3 which we do not need. 

Lemma 4: Letla, ... ". (k>2) be a TS tensor. Then there 
exists a vector fieldla such that 

(10) 

Proof One first shows 

Ia"""k = TS[ Da,Ia, ... ak]' (11) 

for suitable Ia, ... ak _ I' Look at the right side of Eq. (11) as 
defining an operator L from TS tensors of valence k-1 (k>2) 
to TS tensors of valence k. Taking the obvious inner product 
on these spaces, we find that the adjoint operator L • is given 
by "minus divergence." From Lemma 3, L • has trivial ker­
nel. Since L is elliptic, Eq. (11) is soluble because of the Fred­
holm alternative. Iterating, we obtain Eq. (10). 

Remark: Since every vector field on S 2 is the sum of a 
curl and a divergence, Lemma 4 enables one to reduce any 
tensor equation on S 2 to a system of scalar equations. It is 
essentially this fact which makes the formalism of Ref. lor, 
equivalently, of the present paper, so useful in practical com­
putations. 

Lemma 5: Let f be a spherical harmonic of angular 
momentum k. Then (k 0,1,2, ... ) 

TS[Da ... Da f] O. 
I k+l 

(12) 

Note that Eq. (12) means thatfis completely characterized 
by the values off, DJ, TS[Da, Da,l] ... ·• TS[ Da, .•• Da.!] at 
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some point of S2. This makes 2k + 1 independent spherical 
harmonics, as it should be. In the language of Newman and 
Penrose,2 Eq. (12) says that spherical harmonics whose spin 
weight exceeds their angular momentum value have to van­
ish. 

Prool 01 Lemma 5: Eq. (12) is obviously true for k = O. 
For higher k compute the divergence of the left side of Eq. 
(12). Using Eq. (6) we obtain 

D ak
+ 'TS[ Da, ... Dak + /] 

=!TS[Da, .. ·Da.(D 2 +k(k+ 1)}f] =0. (13) 

Using Lemma 3, it follows that TS [Da, ... Dak + /] has to 
vanish. 

Let Fk now be defined as in Eq. (2) and let 

Falk : = TS[ DaDa, ... Da}'] TS[Da' ... Dakg] 

+ TS [Da, .. ·Da},] TS[DaDa' ... Dakg]. (14) 

We have 

DaFo = Falo . (15) 

To compute DaFk we note that, for k>2, 

Da TS[ Da, .. ·Da}'] 

= TS[ DaDa, .. ·Da}'] 

+ !gaa, TS [Da
2 
... Da.(D 2 + k (k - 1)}f] 

+ !ga
2

[a TS[ Da,IDaJ ... Dak (D 2 + k(k - 1)}f], (16) 

where we have used Lemma 1 and Lemma 2. Equation (16) 
and the fact that I and g have angular momentum 1 imply 

DaFk = Falk -![/(/+ 1)-k(k-l)]Falk_l' (17) 

and this relation is also valid for k = 1. Note, finally, because 
of Lemma 5 we have 

Fall =0. (18) 
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Armed with this information it is an easy matter to check 
that the gradient of the left side ofEq. (3) vanishes. Now we 
integrate over both sides of 

I (/-k)I L 2k . Fk = const. (19) 
k=O (/+k)! 

Using (k>l) 

f Fkd 2,a=H/(/+ 1)-k(k-l)] f Fk_ 1d 2,a, (20) JS2 JS2 
we find that the constant in Eq. (19) is given by 

21 + 1 f Fod2,a. 
411' JS2 

This completes the proof of our theorem. 
Let us sum up. Let/be a spherical harmonic of angular 

momentum I. Then the expression 

[TS Da , ... D a/] 

is a conformal Killing tensor on S2 [i.e., it obeys Eq. (12)). It 
follows thatlis characterized by its 21 + I "Killing data" at 
some point of S 2. Remarkably, there exists a bilinear form on 
the space of such Killing data which remains constant 
throughout S2, namely the left side ofEq. (3). 
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Many exact solutions for the spherically symmetric perfect fluid distribution of matter with shear, 
acceleration, and expansion are obtained. One of them is expressed in terms of Painleve's third 
transcendent. 

I. INTRODUCTION 

Although, spherically symmetric stars are a very im­
portant class of objects for the application of the general 
relativity theory, only very few perfect fluid solutions of Ein­
stein's equations, with shear, expansion, and acceleration 
have been found so far. 

Starting from the metric dSZ = y 2(r,t)dIJ 2 + eU (F) dr 
- e2v(F) dt 2 and writing Y(r,t )asaproductR (r).T(t), weare 

able to obtain the field equations as a set of two differential 
equations. 

For T(t) we get a second-order linear differential equa­
tion; for a particular choice of/!, (r), we get for R (r) a nonlinear 
second-order differential equation which is exactly the third 
transcendent equation of Painleve. 

II. LINE ELEMENT AND FIELD EQUATIONS 

In a comoving frame of reference, and for a spherically 
symmetric distribution of matter, a coordinate system can be 
introduced such as 

dSZ = Y (r,t )dIJ 2 + eU (r,l) dr _ e2v(r,I) dt 2, (2.1) 

where 

dIJ 2 = dO 2 + sin2 0 dq; 2. 

Like all perfect fluid solutions the spherically symmet­
ric solutions can be classified according to their kinematical 
properties; i.e., the four-velocity'S rotation, acceleration, ex­
pansion, and shear. 

For a timelike vector field u, like the four-velocity of a 
fluid, the acceleration, rotation, shear, and expansion can be 
defined as follows: 

(t)ab = U[a;b 1 + U[aUb l' (t)ab ub = 0, 

Uab = U(a;b) + U(aUb) - €Jhab/3, UabUb = 0, 

(2.2) 

(2.3) 

(2.4) 

€J = u~a' (2.5) 
Here hab = gab + UaUb and; means covariant deriva­

tive. An explicit list of acceleration, expansion, and shear in 
the case of (2.1), is given in Ref. 1. 

For nonvanishing acceleration, expansion, and shear 
we must have, respectively, 

v'¥=o, 

2YIY¥= -l, 

YIY¥=l. 

(2.6) 

(2.7) 

(2.8) 

Here prime and dot denote differentiation with respect to the 
coordinates r and t, respectively. 

Spherical symmetry implies that (t)ab = 0. 
Following Gutman and Bespal'ko,2 we can restrict our­

selves to the metric of the form 

dSZ = R 2(r)T2(t)dIJ 2 + e2A(r) dr - e2v(r) dt 2. (2.9) 

The conditions (2.6), (2.7), and (2.9) imply 

v'¥=O, 1'IT¥=O. (2.10) 

The field equations in general relativity read 

Rab -! Rgab = KoTab' (2.11) 

For a perfect fluid distribution of matter we have 

Tab = (Il + p)uaub + pgab' uaua = - 1, (2.12) 

Il being the energy density and p the pressure. 
If we choose a line element of the form (2.9) the field 

equations become 

Kc# = _1 __ ~e-u(r) [R" -R'A.' + R '2] 
R2T2 R 2R 

• 2 

+ ~ e- 2v(r) (~T)' (2.13) 

KoP = _1_ { __ 1_ + T(2R 'v' + R'2) e-u(r)} 
RT RT R 

• 2 

- 2R (1' + I...) e- 2v(r) 
2T ' 

(2.14) 

KoP = {e-:u(r)[(v" + V'2 - V'A.') 

+ ! (R"+R'V'-R'A.')]} _ ~e-2v(r), 

1'R' -R1'v' =0. 

(2.15) 

(2.16) 

Furthermore, the Bianchi identities imply the relations 

p' = - (Il + p)v', jJ, = - (Il + p)(21' IT). (2.17) 

III. SOLUTIONS 

From (2.14) and (2.15) we obtain 

-l/RT+ Te-:U[ -R" +R ,21R 

+ R '(v' +A.') + R (A. 'v' - V,2 - v")] 

-R(1'+ 1'2IT)e- 2v =0. 
By suitable arrangement (3.1) becomes 

Re-:U [ - R " + R ,21R +R '(A.' + v') 

+ R (A. 'v' - V'2 - v"] 

= _1_+ + ~(t + 1'2). 
T2 ~v T T2 

(3.1) 

(3.2) 
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Performing the substitution . 

T(t) = u I/2(t), 

we obtain 

=Re-V. [-R" +R ,21R +R '(v' +A') 

+ R (V'A' - V,2 - v")]. 

From (2.16) we get 

v' = R 'IR, 2v = In(R 2/c2), 

C being a constant. 
The relations (3.3) and (3.4) give 

(3.3) 

(3.4) 

~ + c. ii =Re-V.(-2R" + 2R,2 +2R'A'). 
U 2 u R 

(3.5) 

We can set both sides of(3.5) equal to an arbitrary constant 
a, and we obtain 

1 c2 ii - + -- =a, (3.6) 
u 2 u 
2R (-R" +R ,21R +R'A 'Ie-V. =a. (3.7) 

We start by studying (3.6). There are three cases. 
Case A.I: a <0. We set a = - (J)2c2/2 and we obtain 

u(t) = A I cos({J)t) + B I sin({J)t) - 21 C2{J)2, (3.8) 

so 

(3.9) 

Al and BI being two constants. 
Case A.2: a = o. From (2.6) we obtain 

u(t) = - t 2/c2 +A2t + B2, (3.10) 

so 

(3.11) 

where A2 and B2 are two constants. 
Case A.3: a > O. We set a = fc2/2 and we obtain 

(3.12) 

so 

T(t) = [A 3e- Yt +B3e
Yt + 2/c2fP12, (3.13) 

A3 and B3 being two constants. 
In order to obtain a metric we must find the solutions 

corresponding to (3.7), which contains two unknowns, A (r) 
and R (r); we are restricted to use an ad hoc choice for A (r), 
and then deduce R (r~ 

Case B.I: A = Co, Co being a constant. Equation (3.7) 
becomes 

R" = R ,21R - a oe(2eo)IR, 

where a o = a12. 
If ao is positive, a trivial solution is 

(3.14) 

A more general solution of(3.14) can be obtained by the 
change of function 

R (r) = eo(r). (3.16) 

From (3.14) and (3.16) we get 

(3.17) 

Consequently we know a first integral 

0"2 = aoe2eo.e - 2u + CI, (3.18) 

C I being a constant. 
For ao positive, and by quadrature we obtain3 

1 {(C I + ao~oe - 211/2 - cl12
} 

r+c2 = In , - 2cln (c i + aoe2coe - 211/2 + cl12 

wherec2,c3 are two constants. Forc i = 0 and from (3.18) we 
obtain (3.15) 

R (r) = a6/2eeo.r + C4, (3.21) 

C4 being a constant. 
By suitable arrangement (3.19) and (3.20) reduce, re­

spectively, to 

2 aoe2eo [ e - 2,Jc,(r + e,) _ 1] 2 
R =--...=:....-----::...:!-. 

4c I e - 2,Jc,(r + e,) , 
(3.22) 

R 2 = - (ao/C I)e2eo 
COS

2
[ FC;(r + C3 )]. (3.23) 

So from (3.4), (3.13), (3.22), and the choice A = Co we obtain 
the following metric: 

a _p2e.(e - 2,Jc,(r + e,) _ 1)2 
dr = -:U":!--.!....-___ .-.::..!..-

where 

cl>O. 

4c I e - 2,Jc,(r + e,) 

(3.24) 

Another metric is obtained from (3.4), (3.13), (3.23), and 
the choice A = Co so we have 

dr = - (ao/CI~eo cos2
[ FC;(r + c3)]d{J2 

+ eeo dr - [-~ e2eo cos2(FC;(r + C3 )]dt 2, 
CIC2 

(3.25) 

wherec i <0. 
Case B.2: A = Co, a = O. Equation (3.7) becomes 

R" = R ,2IR. (3.26) 

By quadrature we obtain 

R (r) = ra6/2eeo. (3.15) R (r) = cseeor, (3.27) 

Equations (3.15) and (3.13) thus give us the Gutman solution. CS,C6 being two constants. 
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The line element reads 

ds'- = c; e(2c6 r)( - t 2 le2 + A2t + B 2)dfl 2 

+ ~co dr _ (c;e2CoTle2 )dt 2. (3.28) 
Case B.3: A = In(a/r), a#O (a being a constant). Equa­

tion (3.7) becomes 

R,2 R' a2a 
R"= R - -;- + rR' (3.29) 

Setting lJ = a2a and using the substitution R (r) = P (r)lr, we 
obtain 

p,2 P' lJ 
P" = - - - + -. (3.30) 

P r P 
So we obtain a particular case of the canonical equations~ 
of type III of Painleve (see Appendix). 

From (3.4), (3.13), (3.30), and the choice A = In(a/r), 

we get the metric 

tis'- = (Piu(r)/r)(A 3e- yt + B3e
yt + 2le2y)dfl 2 

+ (a 2/r)dr - [Piu(r)lc2r]dt 2. (3.31) 

Another one is obtained from (3.4), (3.9), (3.30), and the 
choice A = In(a/r). 

So we have 

Piu(r) [ 
ds'- = -r-- AI cos wt 

+ B I sin wt - C2~2] dfl 2 + ~ dr 

(3.32) 

where PIlI (r) is the third Painleve transcendent. 
Case B.4: A = In(a/r), a = O. Equation (3.7) becomes 

R" = R ,2/R - R '/r. (3.33) 

By the change of function R (r) = eo(r) we get 

q" = - q'/r. 

By quadrature we obtain 

R (r) = (rleg)C7, 

(3.34) 

(3.35) 

C7 ,Cg being two constants. So from (3.4), (3.11), (3.35), and the 
choice A = In(a/r), we get another metric given in the follow­
ingform: 

ds2 = (rlegfC7( - t 2 le2 + A2t + B2)dfl 2 

+ (a2/r)dr - (l/c2)(rleg)2c7dt2 (3.36) 

Case B.5: A = br, b being a constant. Equation (3.7) be­
comes 

R" = R 12/R + bR' - a oe
2br/R, (3.37) 

where a o = a/2. 
By the change of variable Z = ebr we get 

d
2
R 1 (dR)2 a 

dZ 2 = R dZ - b 2 ~ • (3.38) 

Equation (3.38) is of the same type as (3.14). So the solu­
tions for (3.38) are identical to those of (3.19) and (3.20) with 
e2co = l/b 2. 
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IV. CONCLUDING REMARKS 

We have proved in this work that the differential equa­
tion for R (r) reduces essentially to a nonlinear differential 
equation of the form 

R" = (l/R)R,2 + [A (r)R +B(r) + c(r)/R]R' +D(r)R 3 

+E(r)R 2 +F(r)R + G(r) +H(r)/R. (4.1) 

The latter takes one of the three following canonical4 

forms: 

R" = (l/R )R '2, (4.2) 

R" = (l/R)R'2 + aR 3 +{3R 2 + r+ MR, (4.3) 

R" = ~R '2_ ~R' + ~(aR2 +{3) +rR3 + i.. 
R r r R 

(4.4) 
The first two equations may be solved by classical transcen­
dents; the third requires the Painleve transcendent. 

APPENDIX: CANONICAL EQUATIONS 

The canonical equations of the Painleve and Gambier 
classification are the following: 

R " = 6R 2 + r, (AI) 

R " = 2R 3 + rR + a, (A2) 

R" = ~R'2 - ~R' + ~(aR2+{3) +rR3 + i., 
R r r R 

(A3) 

R " = _1_ R ,2 + 3R 3 + 4rR 2 + 2(r - a)R + !!.... 
2R 2 R' (A4) 

R "= (_1_ + _1_) R ,2 _ ~ R ' + (R - 1)2 
2R R-1 r r 

X (aR + !!....) + ~ + lJR (R + 1) (A5) 
R rr R-1' 

R" = ~ [~ + _1_ + _1_] R ,2 

2 R R-1 R-r 

_ [~+ _1_ + _l_]R' 
r r-1 R-r 

R (R - 1 )(R - r) [ {3r r(r - 1) 
+ 2r(r - W a - R2 + (R - W 
_ (lJ - l)1'(r - 1)] . 

(R _r)2 
(A6) 

10. Kramer, H. Stephani, M. A. H. MacCallum, and E. Herlt, Exact Solu­
tions of Einstein's Field Equations (Deutscher Verlag der Wissenschaften, 
Berlin, 1980), pp. 165-173. 

21. I. Gutman and R. M. Bespal'ko Sb. SOy. Probl. Grav. Tbilissi, 201 (1967) 
(in Russian). 

31. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series and Products 
(Academic, New York, 1980). 

'P. Painleve, Acta Math. 25, 1(1902). 
'B. Gambier, Acta Math. 33, 1 (1909). 
6E. L. Ince, Ordinary Differential Equations (Dover, New York, 1956). 
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Minimal acceleration requirements for "time travel" in GOdel space-time 
David B. Malament 
Department of Philosophy, The University of Chicago, Chicago, Illinois 60637 

(Received 8 June 1984; accepted for publication 23 November 1984) 

It is demonstrated that the total integrated acceleration of any closed timelike curve in G6del 

space-time must be at least In(2 + .J5). This answers a question posed by Geroch. 

I. INTRODUCTION 

In Gooel space-time, even though there exist closed 
timelike curves, there do not exist any closed timelike geo­
desics. 1 Thus any "time traveler" who would return to an 
"earlier" point on his own world line must undergo some 
acceleration, sometime during the trip. The question arises 
whether there is some minimal amount that is needed. 

Let r be a closed timelike curve.2 We take its total (inte­
grated) acceleration to be 

TA(r) = La ds, 

where s is elapsed proper time along r, and a is the magni­
tude of its acceleration. [Thus, if we let S n be the unit tangent 
to r, and let an = S mv m S n be its acceleration, then 
a = ( - anan )I/2.] Our question is this. Does there exist 
some number k > 0 such that T A(r»k for all closed timelike 
curves r in G6del space-time? [Notice that T A( r) is invariant 
under rescaling of the space-time metric.3 It does not depend 
on our choice of units for space-time length.] 

The simplest closed timelike curves in G6del space­
time ("G6del circles") exhibit enormous total acceleration. 
(See Sec. II below.) But it is just possible that a would-be 
economical "time traveler" can make do with arbitrarily 
small quantities of total acceleration by properly choosing 
his navigational strategy. (For example, he might try using 
large bursts of acceleration for ultrashort periods of proper 
time, rather than sustaining acceleration over the entire trip. 
And he might try wandering over large regions of the space­
time manifold, rather than staying close to home.) 

Chakrabarti, Geroch, and Liang4 have shown that this 
possibility can be ruled out if the "time traveler" is required 
to start out at rest relative to the major, field producing, mass 
points of the G6del universe. In effect they show that "time 
travel" is not possible at all unless, during at least part of the 
trip, high relative speed is achieved. If one is starting from a 
state of relative rest, this is impossible without the accumula­
tion of considerable total acceleration. Their argument es­
tablishes that T A(r»~ln 2 for all closed timelike curves r in 
the restricted class. 

We show below in Sec. IV that this bound holds (and 
can be raised) even ifthe "time traveler" is allowed arbitrar­

ily large initial relative speed. Thus, TA(r»ln(2 + .J5)forall 
closed timelike curves in Gooel space-time [In(2 +.J5) is 
approximately 1.44]. This bound can probably be raised still 
further, but it is not clear by how much. In any case, the 
answer to our question above is certainly positive. 

II. PRELIMINARIES 

In this section we list several basic features of G6del 
space-time that will be needed later, and then compute the 
total acceleration for a special class of closed timelike curves. 

We start with the following characterization of Gooel 
space-time (M, gmn). Here, M is the manifold R 4, and gmn is 
such that for some point (and hence, by homogeneity, any 
point) p in M, there is a global adapted (cylindrical) coordi­
nate system t, r, q;, y in which t (P) = rIP) = yIp) = 0 and 

gmn = (Vmt)(Vnt) - (Vmr)(Vnr) - (Vmy)(VnY) 

+ (sh4 r - sh2 r)(V mq; )(Vnq;) 

+ 2{l sh2 r(V(m q; )(V n) t ). 

(We shall use sh rand ch r, respectively, to abbreviate sinh r 
and coshr.) Here - 00 <t< 00, - 00 <y< 00, O<r< 00, 

and 0<q;<21T with q; = 0 identified with q; = 21T. 
Clearly (a fat t is a timelike Killing field of unit length. 

It represents the four-velocity of the major, field-producing, 
mass points of the universe, and determines a temporal ori­
entation. The integral curves of (a fat )n, characterized by 
constant values for r, q;, and y , will be called matter lines. 

Here, (a /aq;)n is a rotational Killing field with squared 
norm (sh4 r - sh2 r). It will play an essential role in our argu­
ment. The (closed) integral curves of (a /aq;t, characterized 
by constant values for t, r, andy, will be called Godel circles. 

Given any two points p and q in M, we take the (radial) 
distance from p to q to be the r-coordinate value of q in any 
cylindrical coordinate system (of the sort above) adapted to 
p. This distance function is symmetric, and induces a natural 
geometric structure on all t = const, y = const submanifolds 
of G6del space-time. Indeed, the following is true. 

(1) Under the radial distance function every t = const, 
y = const submanifold is a model for the axioms ofhyperbo­
lic (i.e., Lobatchevskian) plane geometry.s 

Given a point p, we take the critical cylinder associated 
with p to be the set of all points whose radial distance from p 
is less than rc = In(l + {l). Since sh rc = 1, and the squared 
norm of (a /aq;)n is (sh4 r - sh2 r), (2) follows immediately. 

(2) G6del circles with radius r = rc are closed null 
curves. Those with radius r> r c are closed timelike curves. 
Thus there exist closed timelike curves fully contained in any 
arbitrarily small radial expansion of a critical cylinder. But 
the expansion is essential. 

(3) There are no closed timelike curves contained within 
any critical cylinder. Indeed, within a critical cylinder t is a 
universal time function (i.e., it increases along all future-di-
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rected timelike curves),6 and so the cylinder considered as a 
space-time in its own right is stably causal. 

(4) All timelike geodesics through a point p are confined 
to the critical cylinder associated with p. [Hence, by (3), there 
are no closed timelike geodesics.] 

There is an easy proof of this statement which does not 
require a prior characterization of all geodesics in Godel 
space-time. Since the argument will help to motivate our 
own proof in Sec. III, we present it here in detail. 

Consider any timelike geodesic r passing through p. Let 
S n be its unit tangent, and let the function E", be defined by 

E =sn(~) 
'" aq; n 

= (sh4r - sh2 r)(5 nv n q; ) + ..j2 sh2 r(5 nv n t ). 

Here, E", must be constant along r since 

snVnE", = snsmVn(~t + sn(~t Vnsm = O. 

[The first term vanishes because (a laq;t is a Killing field; 
the second because r is a geodesic.] Its constant value must 
be 0 since r passes through p. 7 

Now suppose that r escapes from the critical cylinder 
associated with p. Let q be the point where it reaches the 
critical radius re' Then at q we have sh r = 1 and E", = O. So 
S nv n t = O. But S n is of unit length. So at all points 

1 = snSn = (5nVnt)2 - (5nVnr)2 - (snVnyf 

+ 2..j2 sh2 r(s nv n q; )(5 mv m t ). 

Henceatq 

1 = - (snVnrf - (snVny)2, 

which is impossible. • 
Now we do a simple calculation so as to have a numeri­

cal value for total acceleration in at least one case. 
Lemma 1: A Gooel circle r with radius r> re has total 

acceleration 

1T sh 2r(2 sh2 r - 1)1(sh4 r - sh2 r)1I2. 

Proof: The unit tangent to the circle is S n = I(alaq; t, 
where 1 = (sh4r - sh2 r) -1/2. Clearly S nv,J = O. The accel­
eration vector an is given by 

an = 12(~)m V m (~) = - 12(~)m V n (~) 
aq; aq; n aq; aq; m 

= _{2 Vn(sh4 r _ sh2 r) 

= - P sh 2r(2 sh2 r - I)Vn r. 
2 

(For the second equality we have used the fact that (a 1 aq; t is 
a Killing field.) Hence 

a = (- anan)1/2 = (f2/2)sh 2r(2 sh2 r - 1). 

Therefore 

T A(r) = La ds = (2fT ai-I dq; = 21Ta, 
r Jo 1 
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and our claim follows. (In the second equality we have used 
dtfJlds = snVntfJ =1) • 

Notice that TA(r) blows up as r-+ 00 and r-+re' A mini­
mal value for total acceleration is reached when r satisfies 

sh2 r = (1 + ./3)/2. It comes out to 21T(9 + 6-.]3)1/2, which is 
approximately 27.67. 

III. AN INEQUALITY 

We know from our proof of statement (4) above that the 
function E", (as determined relative to any cylindrical coor­
dinate system) cannot increase along a timelike curve if the 
curve is a geodesic. A key idea in our proof is that when E", 
does increase, its magnitude of increase can be used to moni­
tor the accumulation of total acceleration along the curve. 

We start with a quite general inequality.4 
Lemma 2: Let A m be a Killing field, not necessarily 

timelike, in a space-time (M, gmn). Let rbe an arbitrary time­
like curve in (M, gmn) with tangent sn, and let E = S m Am' 
Then 

/snVnE /.;;;a[ E2 -A mAm r 12• 

Proof: Direct computation shows 

wherehmn = gmn - SmSn is the (negative semidefinite) "spa­
tial metric" which projectsgmn orthogonal to S m. Hence, by 
the Schwarz inequality (applied to - hmn ), 

/snVnE / = /- hmnA man/ 

.;;;( - hmn ama n)1/2( - hmnAm A n)1/2 

=a[E2-AmAm]I12. • 
We are interested in the case where (M, gmn) is Gooel space­
time, A n is (a laq;t, and E is E",. So the inequality comes to 

/snVnE", /.;;;a[ E; - (sh4 r - sh2 r)] 1/2. 

There are two subcases to consider. If r> r e' then 
(sh4 r - sh2 r) > 0 and the square root term is dominated by 

~E;. If O.;;;r.;;;re, then (sh4 r - sh2 r).;;;O and the term as­

sumes a minimal (negative) value of - A when sh r = l/..j2. 
So in both cases we have 

/snVnE",/.;;;a[E; +A]1/2. 

This is the inequality we shall exploit. 
Lemma 3: Let r be an arbitrary timelike curve in Gooel 

space-time passing through the point p. Let the rotational 
Killing field (a 1 aq;)n be centered at p, and let q be any point 
on r. Then 

TA(r»ln[2E",(q) + (4E;(q) + 1)1/2]. 

Proof: Just integrate 
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IV. THE THEOREM 

Now we concentrate attention on closed timelike curves 
in Godel space-time. Given anyone such y, and any two 
points p and q on y, there is a well-defined (radial) distance 
between p and q. Let the diameter of y be the maximal value 
of this distance as p and q range over y. The second key idea 
in our proof is the demonstration that this diameter cannot 
be arbitrarily small. Here we invoke statement (3) from Sec. 
II. We show that if the diameter were less than some minimal 
value, then the entire curve would have to fall within some 
critical cylinder; and that is impossible. The only slightly 
delicate point is that in computing that minimal value we 
cannot fall back on Euclidean plane geometry. The radial 
distance function is hyperbolic, not Euclidean. 

Lemma 4: Let y be a closed timelike curve in Godel 

space-time with diameter D. Then ch D;;.( 1 + $)12. 
Proof We are really interested not so much in y itself, 

but rather its (possibly self-intersecting) projection in some 
t = const, y = const submanifold of Godel space-time. Let 
y' be this projection and let p and q be points on y' which are 
maximally distant from one another. [Sod (p,q) = D, whered 
is our distance function.] Further let s be the midpoint of the 
line segment connecting p and q. We show that if 

ch D < (1 + $)/2, then y' is fully contained in the (open) 
disk of radius rc centered at s. It will follow that y itself is 
contained in the critical cylinder which has this disk as its 
projection, and we shall be done. (See Fig. 1.) 

Let u be any point on 1". Then d (P,u)<.D and d (q,u)<.D. 
The angles 4 psu and 4 qsu cannot both be acute. Without 
loss of generality assume the former is not. By the counter­
part to the "law of cosines" which holds in hyperbolic plane 
geometry8 we have 

ch[d (P,u)] = ch[d (P,s)]ch[d (s,u)] 

- sh[d (P,s)]sh[d (s,u)]coso4psu. 

Since coso4psu<,0 it follows that 

ch[d(P,u)] chD _ {2 chD 
ch[d(s,u)]<. ch[d(P,s)] <'chDl2 - [chD+ 1]1/2' 

But now ifchD<(1 +$)12, then ch[d(s,u)] <{2 and we 
may conclude that d(s,u) <rc.9 

• 

Our proposition is a simple consequence of Lemmas 3 
and 4. All we need is the fact that given any two timelike 
vectors Am, f-Lm at a point (in any space-time), ymf-Lm 
;;.(,1, m,1,m )I/2{J.lmf-Lm)1/2• 

Proposition: Let y be a closed timelike curve in Godel 
space-time. Then 

FIG. 1. Figure for Lemma 4. 
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TA(y);;.ln(2 + $). 

Proof Let p and q be any two points on y which are 
maximally distant from one another. Consider a cylindrical 
coordinate system adapted to p. By Lemma 4 the r coordi­

nate of q satisfies ch r;;.(1 + $)/2. Hence (sh4r - sh2 r)I/2 
;;. 1, and q falls outside the critical cylinder centered at p. 
Since (a 1 aqyt is timelike at q, it must be the case at that point 
that 

E = s n(~) ;;. [(~)n(~) ] 112 
'P aqy n aqy aqy n 

= (sh4 r - sh2 r)I/2;;. 1. 

Our claim now follows from Lemma 3. • 
It is important that the point p in our proof need not be 

the one point on y where there is a kink (if there is one at all). 2 

Even if it is not, at least one of the connecting segments of y 
between p and q must be smooth, and Lemma 3 can be ap­
plied to that one. If y is smooth everywhere, then the argu­
ment can be applied twice, once on each segment, and the 
lower bound on T A(y) can be raised by another factor of 2. 

We can get some sense for magnitudes of total accelera­
tion by considering another inequality4 involving "fuel con­
sumption." Suppose a point particle "rocket ship" traverses 
a timelike curve y. Suppose its (rest) mass at any point is m. 
Then S nv n m <.0 (since the rocket uses up fuel during the 
trip). Let J n be the energy momentum of the rocket's ex­
haust. Assuming that the rocket is suitably isolated, J n must 
balance precisely the rate at which the rocket itself loses 
energy momentum. So 

r= -sPVp(msn) = - [Sn(SPVpm)+man]. 

Now In must be causal, i.e., JnJn ;;.0. Therefore, 

(sPVpm)2 - m2a2 ;;.0. 

Since (spVpm)<.O it follows that 

a<. - sPVp(ln mI. 

If mj and mf are, respectively, the initial and final mass of 
the rocket, then (by integration) 

TA(y)<.ln(mJmf)· 

This is the inequality we were looking for. It gives us a lower 
bound on that percent of the rocket's initial mass which must 
be in the form of fuel. Since mf - mj is the fuel expended 
during the trip, we have 

mj -mf 1 
Percent of initial mass as fuel;;. ;;. 1 - --. mj eTA(y) 

If T A(y) = In(2 + $) then the percent must already be 

greater than 76%. IfTA(y) = 21T(9 + &]3)1/2 (recall our cal­
culation for Godel circles), then the percent cannot differ 
from 100% by more than 2X 10- 12

• 

We close by mentioning explicitly several questions 
which our discussion leaves open. 

(a) Is there any closed timelike curve in Godel space­

time with total acceleration less than 217"(9 + &]3)1/2? 
If the answer is yes, then we have the following ques­

tions. 
(b) What is the greatest lower bound of TA(y) as y 

ranges over all closed timelike curves? 
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(c) Is that lower bound realized? 
(d) What do the curves look like which realize or ap­

proach the bound? 
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of curvature is - 1.) There are various ways to do this. One is the follow­
ing. Consider new coordinates on S defined by 

x, = !ch 2r, X 2 = !sh 2r cos rp, X3 = !sh 2r sin rp. 

For all rand rp we have x, > 0 and x~ - x~ - ~ = 1. Furthermore, in 
these coordinates the metric assumes the form 

Therefore, (S, - h mo) is isometric to the upper half of a two-sheeted hy­
perboloid of radius! in R 3, with respect to the metric induced on the 
latter by a background flat metric of Lorentz signature. It is a standard 
result that this hyperboloid (under the induced metric) is a complete Rie­
mannian manifold of constant curvature -!. [See, for example, J. Wolf, 
Spaces o/Constant Curvature (Publish or Perish, Boston, 1974), Chap. 2.] 

61t must be shown that V m t is timelike and future directed within a critical 

cylinder. That is easy. The inverse to gmo is given by 

,.,..0 I [( h4 h2 )( a )m( a )0 IS = - s r-s r - -
(sh4 r + sh2 r) at at 

and hence 

- (sh4 r + sh
2 
r{!r(:J 

-(Sh
4
r+sh

2
r{:r(:r -(~r(~r 

+ 2,fish
2 {~r(:J']. 

(V mt )(Vmt) = (I - sh2 r)f(1 + sh2 r). 

So clearly Vot is timelike if and only ifr<rc. Also, Vnt is future directed 
within the cylinder since (a fat )O(V 0 t ) = I. 

7The angular coordinate t/J is not defined at p, but that does not matter. The 
vector (a f arp)n goes to the zero vector asp is approached, and E" goes to o. 

BSee almost any book on non-Euclidean geometry; e.g., W. T. Fishback, 
Projective and Euclidean Geometry (Wiley, New York, 1969), p. 257. 

90f course the value (I + ,[5)12 was obtained by working this computation 
backwards. 
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Some exact analytical solutions ofthe Einstein equations for perfect fluids were found under the 
assumption of spherical symmetry and the existence of a one-parameter group of conformal 
motions. The first solution exhibited represents a nonstatic homogeneous spherically symmetric 
distribution of matter which is singular at t = O. Two other solutions represent contracting and 
expanding fluids, respectively, whose evolution tends asymptotically to a static sphere with a 
surface gravitational potential equal to~. These two solutions possess vanishing pressure surfaces 
which are not the boundary of matter except in the static limit. Finally an oscillating distribution 
of matter is presented. 

I. INTRODUCTION 

The extent to which analytical solutions of the Einstein 
equations 1-11 could be of any use in the study of different 
stages of stellar evolution is conditioned by the number and 
character of the simplifying assumptions when integrating 
the field equations and also when choosing the equations of 
state. Unfortunately, integrating the Einstein equations, for 
realistic equations of state, without any further simplifica­
tion is extremely difficult. It seems useful then to introduce 
additional restrictions, which although not fully justified 
from the physical point of view may lead to solutions which 
contain some of the essential features of a realistic situation. 

We propose in this paper to integrate the Einstein equa­
tions for perfect fluids, under the assumption that the space­
time admits, besides the spherical symmetry, a one-param­
eter group of conformal motions, i.e., 

(1) 

where the left-hand side is the Lie derivative of the metric 
tensor and t/J is an arbitrary function of the coordinates. 

For the case t/J = const (homothetic motions), a number 
of interesting results have been obtained in the past with 
possible applications in astrophysics and cosmology.12-15 
Also, for arbitrary choices of t/J we were able to find static 
solutions, and to establish a link between the group of special 
conformal motions (Va V p t/J = 0) and the stiff equation of 
state (pressure equal energy density). 16 

In this work we shall see how the analytical integration 
of the Einstein equations (under the assumptions above) may 
be accomplished, leading to solutions representing different 
pictures of self-gravitating spheres. 

The simplest solution which can be found represents an 
homogeneous spherically symmetric distribution of matter 
which is singular at the initial time t = O. 

Two other solutions represent expanding and contract­
ing fluids. respectively. Both solutions possess positive ener­
gy and tend asymptotically to a static sphere with a surface 

-) Postal address: Apartado 80793, Caracas 1080 A, Venezuela. 

gravitational potential equal to j. We shall see that there 
exist vanishing pressure surfaces, for both solutions, which 
are not the boundary of matter except in the static limit. 
Finally we shall present a solution with an oscillating behav­
ior. 

The paper is organized as follows. The field equations as 
well as the conventions used are included in Sec. II. In Sec. 
III we integrate the field equations and display some solu­
tions. Some details of calculations are included in Appen­
dixes A and B. 

II. THE FIELD EQUATIONS AND CONVENTIONS 

Let us consider a nonstatic distribution of matter repre­
sented by a perfect fluid and which is spherically symmetric. 

In comoving coordinates the line element may be writ­
ten as17 

(2) 

with 

dO 2 = de 2 + sin2 e dtjJ 2; xO. 1•2,3=t,r,e,tjJ, 

where A, v, and f.l are functions of rand t. For the energy­
momentum tensor we have the usual expression 

(3) 

withp,p, and UJ.L denoting the energy density, the pressure, 
and the four velocity of the fluid, respectively. Also, since we 
are in a comoving frame, 

UJ.L = c%e - v12. 

Thus the Einstein equations 

RJ.Lv - ~ gJ.LV R = 81TTJ.Lv 

read 

- 81TTl = 81TP = ~e-AIJt'2/2 +f.l'v') 

- e-vljl_ yLv + Vi2) - e-J.L, 

- 81TT~ = 81TP = le - A (2v" + V,2 + 2f.l" 

(4) 

(5) 

(6) 
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+ 1l'2 -Il'). , - v'). , + Il'V') 

+ !e-V(Av+pv-Ap - U -A 2 - 2{t -P), 
(7) 

81TTg = 81Tp = - e-AIJt" + ill,2 -Il'). '/2) 

+ !e-V(Ap +p2/2) + e-J1-, 

81TT~ = 0 = !e- A(2p' + Pll' - All' - v'p), 

(8) 

(9) 

(dots and primes denote differentiation with respect to t and 
r, respectively). 

Next, we shall assume that the space-time admits a one­
parameter group of conformal motions, i.e., 

~ gJ1-v=SJ1-;V + Sv,p. = tfgJ1-V' (10) 

where t/J is an arbitrary function of t and r. We shall further 
restrict the vector field sa , by demanding 

(11) 

Then as a consequence of the spherical symmetry and from 
Eq. (11) we have 

SO=S2=S3=0. (12) 

Thus, using (2) and (12) we get from Eq. (10) 

v's 1= t/J, (13) 

SI.O =0, (14) 

). 's 1+ 2S 1,1 = t/J, (15) 

Il'SI = t/J, (16) 

(subscripted commas denote partial derivatives). It can be 
seen at once from (13) and (16) that 

V-Il =/I!t), (17) 

where/I(t) is an arbitrary function of t. 
Next, taking derivatives of (15) and (16) with respect to 

t, and using (14), we obtain the equation 

A' =p', (18) 

Eq. (22) becomes 

Z'=O, 
whose solution has the form 

Z =e - AI2 = hl(r) + h2(t), (23) 

where h I and h2 are two unknown functions of their argu­
ments. Again using Eq. (20) we obtain 

(24) 

We can now write down the field equations (6)-(9) in terms of 
the functions/(t), hl(r) and h2(t). We get 

- 81TTl = 81TP = [3h ;2(r) - 3;' ~(t )ef(t)] + e- A12ef (t) 

X [2ii2(t) - ;'2(t V(t)] + e -Aef(t) 

X[/(t)-i2(t)/4-1], (25) 

-81Tn = 81TP= [3h;2(r)-3;'~(t)ef(t)] _2e- Al2 

X [h ;'(r) - ii2(t )ef(t)] + !/(t)e - Aef(t), 
(26) 

81TTg = 81TP= - [3h;2(r)-3;'~(t)ef(t)] +2e- Al2 

X [h ;'(r) + ;'2(t V(t )ef(t)] 

+ e- Aef(t)[i2(t)/4 + 1], 

and for the line element we have 

(27) 

-f(t) 
d~= e [dt 2 -ef (t)dr-dIJ 2 ]. (28) 

[hl(r) + h2(tW 
It will be seen in the next section that the system (25)-(27) can 
be integrated analytically without the introduction of addi­
tional restrictions on the metric functions or on the equation 
of state. 

III. INTEGRATING THE FIELD EQUATIONS 

Because of the local isotropy of the pressure, we obtain 
from (25) and (26) 

~ 12 [ ;'2(t V(t )ef(t) - 2h ;'(r)] = 4> (t ), (29) from which it follows that 

). -Il = h(t) + gl(r), (19) with 

/2 and g I being arbitrary functions of their arguments. 
We still have the freedom to perform a coordinate 

transformation of the form 17 

t = t (t ), r = r(r). 

Thus, without loss of generality we may choose/I(t) = gl(r) 
= 0, and then one obtains 

v-Il =0, ). -Il =/(1), 

Feeding back (20) in (15) and using (13) we obtain 

S I = A = const, t/J = Av'. 

(20) 

(21) 

Expressions (20) and (21) contain all the implications derived 
from the existence of the conformal motion with ~ orthogo­
naltoUJ1-. 

Let us now tum to the field equations (6)-(9). Using (20) 
we get from Eq. (9) 

U ' - A). , = O. (22) 

Introducing the new variable 

Z=e- A12, 
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44> (t) = (2/(t) - i 2(t) - 4)ef(t). 

Taking derivatives of (29) with respect to r, we get 

(). '/2)4>(t) - 2h ;"(r)~/2 = 0, 

and from (23) 

- (). '/2)e- Al2 = h ; (r). 

Using (31) and (32) we are led to 

- 2h ;"(r)/h ; (r) = 4> (t ), 

(30) 

(31) 

(32) 

(33) 

which implies at once that 4> (t) = CI = const. We can now 
integrate (33) to obtain 

2h ;'(r) + Clhl(r) = 2C2, (34) 

where C2 is a constant of integration. Next we can use (34) to 
rewrite (29) in the form 

;'2(t V(t )ef(t) - Clh2(t) = 2C2. (35) 

Also Eq. (30) may be written as 

[2/(t) - i 2(t) - 4 ]ef(t) = 4CI . (36) 
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Thus, the symmetry assumptions allowed us to reduce the 
Einstein equations to a system of ordinary differential equa­
tions for the three unknown functions/, h I' and h2 [Eqs. (34)­
(36)]. 

Let us now turn to the integration of Eq. (34). Setting 
h ; (r) = Q (h d we have 

(37) 

whose solution may be written as 

Q 2 = h ;2(r) = 2C2hl - (C I /2)h i + C4. (38) 

Introducing the new variable 

R (r,t) = e-flt)12/(hl(r) + h2(t)) = e- flt )l2l!I2, (39) 

we may express hl(r) in terms off(t), R, and h2(t), 

hl(r) = e-flt)/2IR - h2(t), (40) 

and feeding (40) back into (38) gives 

h 12 = 2 C2e-
flt

)l2 _ 2C h (t) _ ~ e-
flt

) 
1 R 22 2 R2 

e- flt )l2 C 
+C1 h2(t)- _I h~(t)+C4' (41) 

R 2 
Next, a first integral of (36) may be obtained at once; viz. 

j2(t) = 4C3eflt ) - 4 - 2C1e -fit), (42) 

where C3 is a new constant of integration. Now the expres­
sions for the pressure and density, using (41), (42), (34), and 
(35), read 

81TP = ~eflt)_ 4C3eflt )l2 [2C2 + C1h2(t)] _ G(t), 
R 2 R j2(t) 

81Tp = (C3IR 2)eflt ) + G(t), 

where 

G (t )=6C2h2(t) + ~Clh ~(t) 

(43) 

(44) 

- 3C4 + 3[2C2 + C1h2(tWlj2eflt). (45) 

Since we are going to consider solutions for whichp>p, G (t) 
must satisfy the inequality 

4C3eflt )12[2C2 + C1hl(t)]IRj2(t) + 2G(t»0, (46) 

we notice that C3 should be different from zero, for otherwise 
the pressure would be negative. 

Let us now exhibit the different solutions which may be 
obtained by different choices of the constants of integration. 

Solution 1: Let us start by considering the case 
C1 = C2 = O. From (45) and (46) it follows that C4 ..;0. On the 
other hand, from (41), C4 >0. Thus we must put C4 = O. Us­
ing (41) and (35) we have 

h ;2(r) = C4 = 0, h2(t) = 0, 

and from (42), using x = e -fl
t
)/2, 

x2 +X2 = C3• 

Integrating, we obtain 

x = e- flt
)12 = IE; sin(t - to). 

(47) 

We may choose to = o without loss of generality, then for the 
pressure, energy density, and the line element we obtain 
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const 
p = p = sin4 t ' (48) 

ds2 = const C3 sin2 t {dt 2 _ dr - dfJ 2}. (49) 
C3 sin2 t 

Also for the kinematical quantities aIL and () we get 

aIL = UIL;q U" = h ; (r)8!/(h l(r) + h2(t)) = 0, (50) 

()= U~ = -eflt )/2{3h2(t)+j(t)e-V2 J 

= const cos t Isin2 t. (51) 

Solution 2: Let us consider the case C 1 #- O. First of all, it 
should be noted that the choice of the sign of C1 will have a 
strong influence in the behavior of the different possible so­
lutions. In fact, if we choose C 1 as a positive or zero constant, 
then it is clear from Eq. (36) that any possible solution will 
never enter into the stationary regime. We shall analyze the 
case in which C1 is negative; thus, we put 

C1 = - 2w2 (w#-O). 

Then Eq. (42) reads 

x2 = W 2
X

4 
- x 2 + C3, (52) 

with x = e- fll
)/2. The solution of the above equation, in gen­

eral, is expressed in terms of elliptic functions (see Appendix 
A). However, there is one choice of the constant C3 for which 
it is possible to find solutions expressed solely in terms of 
elementary functions; namely C3 = 1I4w2

• Since we are in­
terested in analytical solutions, we shall restrict ourselves to 
this choice. Thus, we obtain from (52) 

+ dt= dx 
- (wx2 - 1I2w) , 

(53) 

from which it follows that 

1 I WX(2)1/2 - 1 I 
± (t - to) = (2)1/2 In WX(2)1/2 + 1 . (54) 

Without loss of generality we may choose to = O. Then, solv­
ing (54) for x, we found two possible solutions 

ea-
fl t)12 = (lI\"'2w)coth(t 1\"'2), (55) 

eb-
flt )12 = (lI\"'2w)tanh(t 1\"'2) (56) 

[a and b denoting hereafter the solutions corresponding to 
(55) and (56), respectively]. We can now integrate Eq. (35). 
After some elementary manipulations we get 

f
e-fit) 

Inl2C2 - 2w2h2(t)1 = - 2w2 -.-dt. 
fIt) 

(57) 

Using (55) and (56) in (57) we find the following two 
solutions: 

B e- 11I2)sinh'ltI2 01
') C

2 h 2 (t) = - ----:-;-:-- + -
,a 2w2 sinh(t 121/2) W2 ' 

(58) 

and 
D e -11I2)cosh'11/2 01

') C
2 

h2.b (t) = 2w2 cosh(t 121(2) + -;;;Z' (59) 

where Band D are two constants of integrations. 
Finally, Eq. (34) can be easily integrated, we obtain 

hl(r) = C cosh(wr + a) - C2/W
2, (60) 

where C is related with the previous constants C2 and C4 of 
Eq. (38) as follows: 
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C 2 = CUW4 - C41w2
, 

a is a new constant of integration. 
Let us write the metric functions in its final form. Using 

(55), (58), and (60) we get for solution a 

~ = [ C cosh(wr + a) + :!v2 
exp[ - (1I2)sinh2(t 121/2)]] - 2 

X sinh(t 121/2) , 

(61) 

v -u coth
2
(t 121/2) [c h( + ) + B e = t:"_ = cos wr a --

a a 2tU2 2tU2 

exp[ - (1I2)Sinh2(tI2 1/2)]]-2 
X 1 • 

sinh(t 121 2) 

For solution b, using Eqs. (56), (59), and (60), we obtain 

.-A _ [h( ) ~ exp[(1I2)cosh2(t 121/2)] ] - 2 
f:b - cos wr + a + 2 1/2 ' 

2tU cosh(t 12 ) 

(62) 
v tanh2(t 121/2) [ D 

eIb = eb = 2tU2 C cosh(wr + a) + 2tU2 

exp[(1I2)cosh2(t 121/2)]]-2 
X . 

cosh(t 121/2) 

Now we proceed to analyze solutions a and b. For the 
sake of simplicity we shall restrict our attention to the specif­
ic subcases B = D = O. Then we obtain for the line element, 
the pressure, and the energy density the following expres­
sions: 

d~ = __ c_o_th_2(:.....t,-1 Ji:.....2.:...) _ 
2tU2C 2cosh2(wr + a) 

X [dt 2-2tU2tanh2(tI21/2)dr-d{}2], 

ds~ = tanh
2
(t lJi) 

2tU2C 2cosh2(wr + a) 

(63) 

X [dt 2 - 2tU2 coth2 (t 121/2) dr - d{} 2], (64) 

Pa,b = C [R 6(t )a,blR 2 - 1], (65) 

Pa,b = C [R 6(t )a,blR 2 + 1], (66) 

with C = 3C 2w 2/81T, 

R O,a (t) = (lI",6wC)tanh(t lJi), (67) 

RO,b(t) = (lI",6wC )coth(t lJi). (68) 

The following remarks are in order at this point. 
(i) The vanishing pressure surface R = Ro(t )a,b is notthe 

boundary of the source. This can be seen from the fact that 

UlLnlL #0, 
where nIL is the normal vector to the vanishing pressure sur­
face. Indeed 

UlLnlL =e- v
/
2 a~o(R-Ro(t)a'b)#O. 

(ii) Solution a represents a contracting sphere (p is an 
increasing function of t ) with an expanding vanishing pres­
sure surface. 

(iii) Solution b represents an expanding sphere (p is a 
decreasing function of t ) with a contracting vanishing pres­
sure surface. 
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(iv) The energy density is positive everywhere and big­
ger than the pressure for all values of t and r. 

(v) Both solutions (a and b ) have the same final (asymp­
totically) configuration. In fact, taking the limit t-+ 00 in 
(63H66), we get 

d~,b = (2tU2C 2 cosh2(wr + all-I(dt 2 _ 2tU2 dr _ d{} 2), 

(69) 

Pa,b = C [R 6( 00 )IR 2 - 1], 

P a,b = C [ R 6 ( 00 )1 R 2 + 1], 
where 

R 6 ( 00 ) = 11 ",6wC. 

(70) 

(71) 

Next, transforming the solution (70) to Schwarzschild­
like coordinates (see Appendix B), 

R = (",2tUC cosh(wr + all-I, 
T= t la, a = const, 

we get 

2 dR 2 _ R 2 d{} 2. 
(l-R 2/3R 6] 

(72) 

(73) 

This solution was previously found 16 and represents a 
static sphere with a surface potential M I Ro = !. 

Finally, we would like to discuss further the process of 
expansion (contraction) of the vanishing pressure surface by 
means of the concept of the radial velocity of the surface, as 
measured by a locally Minkowskian observer. 18 

In the Schwarzschild-like coordinates the line element 
has the form (see Appendix B) 

ds2 = grr(R,T)dT2 

+ gRR (R,T)dR 2 - R 2(d() 2 + sin2 () d() 2). (74) 

Then introducing, purely locally, Minkowski coordi­
nates (r,x,y,z) by 

dT=~grrdt, dx=~ -gRRdR, 

dy = R d(), dz = R sin () dt/J, 

we define the radial velocity of the surface as 

Va,b = (dx) = [~ _ g..] dRoIt )a,b (75) 
dT s grr s dT 

where the subscript S indicates that the quantity is evaluated 
at the surface of the sphere, and Ro(t )a,b are given by (67) and 
(68). 

Using (B5) we can put Eq. (75) in the form 

V. ~ 2'" ~~; 12''') [~: ~ - !: L-
(76) 

V, ~ 2'" ~;')12"') [~: ~ - :: L 
whereJa,b denotes the Jacobian of the transformation (Bll) 
and (BI5). 

It is clear from (Bll), (BI5), and (BlO) that Va is always 
positive and Vb is always negative. 
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Furthermore, from the fact that 

_ aR aR aT aT _ 0 
grt - ar at gRR + ar at gIT - , 

we get 

T'T gRR 
R'R = - gIT ' 

which leads to the following expression for the square ofthe 
radial velocity of the surface: 

V2 _ R~(oo) 1 [IT'R '] (77) 
a - 2 cosh4(t 121/2) J!R s' 

V2_R~(00) 1 [IT'R'] 
b - 2 sinh4(t /21/ 2) J~R s' 

Now, from the definition of the Jacobian 

J=R'T-RT' 

and 

at at arar 0 
gRT = aR aT gIl + aT aR grr = , 

we obtain 

T = (R,[~grr +1])-1 
J R,2 gIl ' 

(78) 

R~ = -3C4Rri -R~ +CI C3/6C4• 

Taking derivatives with respect to t, we obtain 
- 3 Ro + Ro = - 6C4R o' (86) 

Equation (86) can be solved approximately if IC41 <1. In this 
case, one gets (see pp. 86-87, in Ref. 19), up to terms of first 
orderinC4 

Ro(t) = 0 cos mt - (303/16)C4 cos 3mt (87) 

with 

m = 1 + 102C4: 0 = const. 

Feeding back (87) into (83)-(84), we explicitly display the 
oscillating behavior of the matter variables. 

APPENDIX A: THE GENERAL INTEGRAL OF Ea. (52) 

In this appendix we shall give the most general integrals 
ofEq. (52). First of all, observe that Eq. (52) may be written as 

± J dt = J ((mx2 - 1I2m)2 !~C3 - 1I4m2W/2 ' 

(AI) 

which leads to three different solutions depending upon the 
three possible choices of C3 namely, 

(79) C3 = 114m2
, C3> 114m2, C3 < 114m2. 

T' . ('2 [ R 2 grr ]) - I - = -Rgl1 R goo -'-2 - + 1 . 
J R gIl 

Using metric functions of (63) and (64) we finally obtain 
for Va and Vb' respectively, 

3 [3 - tanh4(t 121/2)] cosh4(t 121/2) 
V 2 = (80) 

a [(3 _ tanh4(t 121 /2))cosh4(t 121/2) _ 3] 2 ' 

3 [3 - coth4(t 121/2)]sinh4(t 121/2) 
V ~ = ----!....----:--~:__..!.:--:-----!..:--:7"""--1.--: 

[(3 - coth4(t 121/2))sinh4(t 121/2) _ 3] 2' 
(81) 

From this expression it follows that Va,b -0 as t-+ 00, as was 
indicated before. 

Solution 3: We shall see that it is possible to construct an 
oscillating source, if we only choose appropriately the con­
stants of integration. With this aim, let us take C2 = 0 and 
;'2 = O. Then from (35) we obtain 

Clh2(t) = O. (82) 

Choosing C I #0, we have h2 = O. 
Next, from Eqs. (43)-(44) we get for the pressure and the 

energy density 

p=C[R~(t)IR2-1], (83) 

(84) 

with 

and 

p=p+2C, 

R~(t) = (C3/81TC)e'(I). (85) 

Ifwe now substitute (85) in (42) we obtain the following equa­
tion for Ro(t ): 
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Thus we can write 

± J dt = Ii' i = 0,1,2, (A2) 

with 

1 - J dx 
0- (mx2 _ 112m)' 

(A3) 

(A4) 

1- J dx 
2 - ((mx2 _ 1I2m)2 _ H2)1/2 ' 

(AS) 

where 

H2 = IC3 - 114m2 I #0. 
The integral (A3) may be calculated easily, with the result 

1 = --In . . 1 I mx21/2 - 1 I 
o 21/2 mx21/2 + 1 

(A6) 

This expression leads to the solutions (55) and (56) presented 
in Sec. III of the paper. 

To calculate the integral (A4) it is useful to introduce 
the new variable p 

H sinh p = (mx2 
- 112m). 

In terms of p, II may be written as 

1
1

= _l_J dP 
2m ((H 1m )sinh P + 112m2) I /2 

or (see Ref. 20, p. 130) 

II = [V2 (1 + 4H 2( 2 )1/4] -I F( t/J,K), 

where 
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t/J = arccos(~ 1 + 4H 20/ - 1 - 2mH sinh {3 )I 

(~1 + 4H 2wZ + 1 + 2mHsinh{3), 

_ (1 + (1 + 4H 2( 2)1/2 )112 
k- I' 2(1 + 4H 2

(
2

)1 2 

HI w > 0, {3 > - arcsinh( lI2mH ), 

and F (t/J,k ) is an elliptic integral of the first kind, defined by 

F(t/J,k) = r (1_K2d~n2{3)1/2 
(see Ref. 20, p. 918). 

To calculate 12 we introduce the new variable r, as 

H cosh r = (wx2 
- 112m). 

A simple calculation gives (see Ref. 20, p. 130) 

1 - -l-f dr 
2 - 2m ((H Iw)cosh r + 1I2(2)1/2 

-/i F(A. k) 
(1 + 2mH)1/2 '1" 

with 
t/J = arcsin(tanh rI2), 

k = ~ 1 - 2mH, _1_ > 1, r> ° 
1 + 2wH 2mH 

and F (t/J,k ) is again an elliptic integral of the first kind. 
APPENDIX B: THE SCHWARZSCHILD-LIKE 
COORDINATES 

(A9) 

In this appendix we shall derive the formulas for the 
transformation from the comoving coordinates to Schwarzs­
child-like coordinates, for both, the expanding and the con­
tracting solution. 

Let us start with the contracting solution, whose line 
element is given by (63). We want to transform to a coordi­
nate system (T,R,e,f/J), such that the metric takes the form 

d$2 =gTT(R,T)dT2 

+ gRR(R,T)dR 2 - R 2[de 2 + sin2 e df/J 2]. 
(B1) 

The comparison of (B1) with (63), suggests the following 
transformation: 

R = coth(t l-/i) , (B2) 
21/2W C cosh(wr + a) 

T = T(r,t), e = 0, f/J = t/J, 

where T(r,t) is a function to be found from the condition 

at at ar ar 
gRT= --gtt + --g" =0. (B3) 

aR aT aR aT 
From the definition of the Jacobian 

IR' RI 
J= T' 1" (B4) 

The following relationships may be found: 

ar l' ar R 
aR = J' aT = - J' 

(BS) 
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Using (BS) and (63) in (B3) we get 

tanh(wr+a)T'_-/i sinh(tI21/2) 1'=0, (B6) 
w cosh3(t 121/2) 

whose solution may be written as 

T=F(y) (B7) 

with y = Inlsinh(wr + a)1 + Inlsinh(t 1v1)1 + sinh2(t 1v1)/2 
and F (y) is an arbitrary function of the argument. 

In order to fix F (y), let us write the Jacobian in the form 

J = aF [R ' ay _ R aYl 
ay at ar 

or, using (B2) and (B7) 

J = ____ aF_I_a.::....~ __ _ 

2C sinh2(t l-/i)sinh(wr + a) 

X [1 - cosh4(t 1-/i)tanh2(wr + a)]. (B8) 

In order to avoid divergences in (B8) in the limit t-+ 00, we 
take 

F= (lI-/ia)lny, a>O. (B9) 
This choice gives us in the limit t-+ 00 

lim J = __ 1_ sinh(wr + a) , (BIO) 
h", 21/ 2Ca cosh2(wr + a) 

which is the value of the Jacobian for the transformation 
(72). 

Thus we are led to the transformation 

R = _1_ coth(t l-/i) , 
21/2w C cosh(wr + a) 

(Bl1) 

T= (lv'2a)lny, e = 0, f/J = t/J, 

with 

y=lnlsinh(wr + a)1 + In I sinh(t 1-/i)1 + ! sinh2(t l-/i). 

For the contracting solution, the transformation formulas 
may be deduced in a very similar way. In fact, demanding the 
line element (64) to have, in the new coordinates (T,R,e,f/J), 
the form given by (B 1), we write 

R = tanh(t 1-/i)lv'2mC cosh(wr + a), 
(B12) 

T= T(t,r), e = 0, f/J = t/J. 

From the condition gRT = 0, we arrive at the equation 

tanh(wr+a) T'+-/i cosh(tI21/2) 1'=0, (B13) 
w sinh3(t /2112) 

whose solution may be written as 

T=F(u), 

with 

u=cosh2(t 1-/i)l2 -lnlcosh(t 1-/i)1 -lnlsinh(wr + a)l. 

From the asymptotic condition on the Jacobian 

lim J = -=-!..... sinh(wr + a) 
I~", 21/2aC cosh2(wr + a) 

we get 

F= (lI-/ia)ln u. (B14) 

Thus we have the coordinate transformation 
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R = tanh(t 1/i)/..[~C cosh(llJr + a), 
(BlS) 

T=(l/{ia)lnu, 8=0, iP=r/J, 

with 

u = cosh2(t 1/i)/2 -lnlcosh(t 1/i)i-Inlsinh(llJr + a)l. 
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We consider metrics which possess a priori certain "intrinsic symmetries" on the three-spaces 
t = const. In the vacuum case, we obtain a generalization of Birkhofrs theorem and a set of 
solutions with a translational isometry operating on the whole space-time. In the nonvacuum 
case, we assume a perfect fluid matter content and a fluid flow orthogonal to the three-spaces 
t = const, and obtain several exact analytical solutions, some of them satisfying the standard 
energy conditions. In particular, a stiff equation of state is obtained in some cases, and we also 
have found particular solutions where a plane, spherical, or hyperbolic intrinsic symmetry is 
manifest. 

I. INTRODUCTION 

In the framework of classical general relativity, the 
standard representations of a star or the Universe are done 
on the basis of idealized symmetries operating on the whole 
space-time (isometries). Recently, there has been some criti­
cism 1--4 concerning what really can be inferred for the geom­
etry of space-time from astronomical observations. Collinss 

has suggested as an alternative approach to space-time sym­
metries the idea of "intrinsic symmetries," i.e., symmetries 
operating on submanifolds. This method has been explored 
by some authors in order to generate inhomogeneous cosmo­
logical models3

•
Cr8 (we mention the invariant characteriza­

tion7 of Szekeres models9 and an interesting generaliza­
tion3

--4 of Friedmann-Robertson-Walker models) in which 
the spatial curvature index k is no longer constant, found by 
Stephani. 10 

In this paper, we have assumed this idea of intrinsic 
symmetry on the geometry. Specifically, we have considered 
certain symmetries, which we shall explicitly give in Sec. II, 
operating on three-spaces t = const. These include the phys­
ically interesting cases: spherical, plane, and hyperbolic in­
trinsic symmetry, which we shall denote as SIS, PIS, and 
HIS, respectively. 

We solve Einstein's field equations in the vacuum case 
(Sec. III) and for a perfect fluid matter content (Sec. V). In the 
last case, we introduce the new concept of intrinsic symme­
try as referred to the energy-momentum tensor, and we con­
sider perfect fluid matter content that leads to tractable field 
equations. Finally, the main conclusions of the paper are 
raised in Sec. VI. 

II. INTRINSIC ISOMETRIES 

A space-time possesses an intrinsic isometry ifthere ex­
ist certain submanifolds such that the induced metric has an 
isometry in the usual sense. We are interested in the study of 
intrinsic symmetries operating on the three-spaces t = const 
in such a way that the induced metric, on every three-space, 
has the form 

dl 2 = B(r)dr + C(r)[dB2 +M2(B)d<p 2] , (1) 

where B, C, and M are arbitrary functions of their argu­
ments. Every section t = const admits the obvious isometry 
generated by the Killing vector S = a la<p . 

• , Present address: N ordita, Kobenhavn, Denmark. 

We shall deal in this paper with space-times possessing 
the mentioned intrinsic symmetry, Eq. (1), but of the particu­
lar form 

ds2 = - A (t,r,B,<p )dt 2 + B (t,r)dr 

+ C(t,r)[dB 2 + M2(B)d<p 2] . (2) 

For simplicity, we have assumed that the t lines are orthogo­
nal to the three-spaces t = const and that the function M 
does not depend on the coordinate t. In addition, A, B, C, and 
M are arbitrary functions of their arguments. 

There are three physically interesting cases covered by 
the metric (2): if M takes the value sin B, B, or sinh B, then the 
space-time possesses spherical (SIS), plane (PIS), or hyperbo­
lic (HIS) intrinsic symmetry, respectively. 

III. VACUUM SOLUTIONS 

For the metric given by Eq. (2), Einstein's equations in 
the vacuum case (Rab = 0) lead to 

e - 2ay(2/J + y) - e - 2fJ (2r" + 3y'2 - 2{3 , y') 

-e- 2YM- 1M()() =0, (3a) 

e - 2a( /:J + /J 2 - a/J + 2/Jy) - e - 2fJ [a" + a'2 - a'p' 

+ 2(r" + r'2 - P'r')] = 0, (3b) 

e- 2a(y + 2y - ay + /Jy) - e-2{J 

X(r" + 2y'2 - P'r' + ar') - e- 2y 

X (a()() +a~ +M-1M()()) =0, (3c) 

y' + yr' - ya' - /Jr' = 0 , (3d) 

(/J + y)a() = 0, (4a) 

(/J + y)aq> = 0 , (4b) 

ao + (a' - r')a() = 0 , (4c) 

a~ + (a' - r')aq> = 0 , (4d) 

a()q> + (a() - M -IM() )aq> = 0 , (4e) 

a()() + (a() - M -IM())a() - M -2(aq>q> + a~) = 0, (4f) 

where a(t,r,B, <p ),fJ (t,r),r(t,r) are defined by 

and 

. _af ,_af _ af af 
f = at' f = ar' f()= aB' fq>= alP 

for any functionf(t,r,B,<p ). 

(5) 
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Two cases can be considered. 
(A ) Case a o = a", =0: From Eq. (3a) we obtain 

M -IMoo = const . (6) 

Then, it is obvious that M can only take three different values 

M+I = sin 8, Mo = 8, or M_, = sinh 8, (7) 

after rescaling the coordinates (8, ~). Now, the general solu­
tion for the metric given by Eq. (2), with A (t,r), is the well­
known generalized Schwarzschild solution 11 

d$l = (k - mlr)dt 2 + (k - mlrl- ' dr 

+r[d82+Mi(8)d~2], (8) 

where m is a constant and k = + 1,0, - 1. Therefore, in this 
case we do not obtain a true intrinsic symmetry, but an iso­
metry (spherical, plane, or hyperbolic symmetry) of the 
whole space-time. 

(B) Case ae¥=o or a",=;trfO: From Eqs. (4a) or (4b) we 
obtain 

(9) 

whereas differentiating Eq. (3a) with respect to the variable tp 
and taking into account Eq. (9), one arrives at 

ya", = O. (10) 

Three subcases can be studied: (Bi) r#O, (Bii) r = const, and 
(Bill) r = 0, 1" ,cO. 

(Bi) r#O: In this case, Eq. (to) leads to a", = 0; then ao 
:f0. Differentiating Eq. (3d) with respect to the variable 8, 
one trivially obtains a8 = 0, and this result, substituted into 
Eq. (4c) gives 

a' -r' =0. (11) 

By differentiating Eq. (3a) with respect to the variable 8 
and taking into account Eq. (9), 

(12) 

This equation can be differentiated with respect the variable 
r, which implies the condition 

f=O. (13) 

Then, Eqs. (3d), (9), (11), and (13) lead to 

a' = 1" = O. (14) 
Summing up, the set of equations (3) and (4) can be re­

duced to the equivalent set 

e-2ay+e-2YM-IMoo =0, 

r+y-ar=O, 

aoo +a~ +M-1Mof) =0, 

(15) 

(16) 

(17) 

aoo +a~ -M-1Meao =0, (18) 

for the functions a(t,8 ) and rtt ), and {3 (t,r) is given by 
{3= -r+A(r), (19) 

where A (r) is an arbitrary function of its argument. 
By taking the derivative with respect to 8 into Eq. (16) 

one obtains a e = 0, which can be integrated, giving a = a(8 ) 
after a trivial rescaling of the coordinate t. Then, Eq. (16) can 
be integrated into the form 

eY = at + b , (20) 
where a #0 and b are arbitrary constants. Equations (15) and 
(20) lead to 
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e2a = - a2M(Moo)-I. (21) 

On the other hand, integrating Eqs. (17) and (18) gives 

ea = e(M8)-1, (22) 

M88 = -dMM~, (23) 

where e and d are arbitrary constants. By comparing Eqs. 
(21) and (22), and taking into account Eq. (23), we obtain the 
relationa2 = de2

• Therefore we can assume d> Oin Eq. (23), 
keep Eq. (22), and drop Eq. (21). In fact, by rescaling the 
coordinate ~ we can always assume that d ==2 in Eq. (23), 
whose general solution is given by 

18= f dMeM' (24) 

(after rescaling the coordinate 8 ), where 1 is an arbitrary con­
stant. 

Therefore, the metric given by Eq. (2) is 

ds2 = - e2M
' dt 2 + t -2 dr +A 2t

2(d8 2 + M 2dtp 2), 

8 = f dM eM" (25) 

where only a constant A survives after a rescaling of all co­
ordinates. 

On the other hand, a calculation of the components of 
the Riemann tensor in the orthonormal tetrad 

{{J)O = ea dt, (J)' = eP dr, {J)8 = eY d8, (J)'" = eYM dtp J 

leads, for example, to 

R 0 - 2t -2 - 2M' ,or - e , (26) 

for the previous metric, Eq. (25), i.e., we have obtained a 
nonflat space-time. 

Finally, as a = a(8), the metric (25) possesses the iso­
metry ~ = a la~, operating on the whole space-time and 
thus the translations along the coordinate tpo do not consti­
tute an intrinsic symmetry. It is also obvious that this metric 
does not possess SIS, PIS, or HIS. 

(Bii) r=eonst: From Eq. (3a) we obtain Moo = 0, and 
Eq. (9) implies jJ = 0, therefore 

M = 8, {3 = r = a , (27) 

after rescaling the coordinate (r,8, ~). 
By substituting Eq. (27) into Eqs. (3bH3d) and (4), we 

obtain 

a" +a'2=0, a 8 +a'a8 =0, a~ +a'a", =0, 

(28) 

aoo + a~ = 0, a8", + (a8 - 8 -lla", = 0, 

a""" + a; + 8af) = 0, (29) 

whose integration gives 

ea = al(t 1+ a2(t)r + 03(t 18 cos [ tp + 04(t)] , (30) 

where al(t ), ... ,04(t) are arbitrary functions of the variable t. 
Now, it is very easy to prove that the Reimann tensor, corre­
sponding to the metric given by Eqs. (27) and (30), vanishes. 
Therefore, there is nothing in the assumption r = const but 
Minkowski space-time. 

(BiU) r=O, 1" =;trfO: By defining a new radial variable, we 
can take r = In r, and the set of basic equations (3) and (4) can 
be rewritten as 
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e- 2P(I- 2rfJ') +M-1M(J(J = 0, 

a" + a,2 - a'fJ' - 2r- 1fJ' = 0, 

(31) 

(32) 

e- 2P (1 +ra' -rfJ') +a(J(J +a~ +M-1M(J(J =0, 
(33) 

ae + (a' - r-1)a(J = 0, a~ + (a' - r-1)a", = 0, (34) 

aiJq> +(a(J -M-1M(J)a", =0, 

a(J(J +a~ -M-1M(Ja(J =M- 2(aq><P +a;,), 

wherefJ(r) according to Eq. (9). 

(35) 

From Eq. (31) one obtains M - 1M (J(J = const, and, as in 
case (A), M can only take essentially the three values given by 
Eq. (7). On the other hand, the integrability condition (a")(J 
= (ae)' applied to Eqs. (32) and (34) leads tofJ'a(J = O. The 

condition a(J = 0 implies, through Eq. (35), a", = 0, which is 
not possible in case (B). Therefore fJ' = 0, but Eq. (31) gives 
e - 2P = k, and this implies fJ = 0 and k = + 1 (M = sin 0 ). 
The remaining equations of the set (31 H35) can be rewritten 
in terms of x = ea as follows: 

" 0 ' -I 0 ' -I 0 X = , X(J - r X(J = , x", - r x", = , 
X(J(J + rx' = 0, xiJq> = (cot O)x", ' 

X(J(J - (cot O)x(J = sin-20kq><P , 

whose general solution is 

x = ea = al(t) + r[a2(t) cos 0 + a3(t) 

xsinOcos[ tp+a4(t)]J, 

(36) 

(37) 

(3S) 

where a 1 (t ), ... ,a4(t ) are arbitrary functions of its argument. A 
direct calculation proves that the Riemann tensor vanishes 
for the metric obtained in this case [fJ = 0, r = In r, 
M = sin 0, and a given by Eq. (3S)]. So there is nothing new 
in the assumption r = 0, r' =1= o. 

Summing up, the main result of this section is that the 
only vacuum solutions of Einstein's field equations, different 
from flat space-time, with the structure given by Eq. (2) are 
the generalized Schwarzschild solution [Eq. (S)] and the met­
ric, expressed by Eq. (25). Then, there is no possibility of 
having a SIS, PIS, or HIS in vacuum if the t lines are orthog­
onal to the three-spaces t = const, because the metric must 
be the generalized Schwarzschild solution. This obviously 
represents a generalization of Birkhofrs theorem. 12 

IV. INTRINSIC SYMMETRIES IN THE ENERGY· 
MOMENTUM TENSOR 

The energy-momentum tensor T possesses an intrinsic 
symmetry if there exist certain submanifolds such that the 
induced tensor has a symmetry in the usual sense. We are 
interested in the study of intrinsic symmetries operating on 
the three-spaces t = const, as referred to an energy-momen­
tum tensor corresponding to a perfect fluid, i.e., 
T= (p + p)u ® U + pq (p is the energy density, p is the 
pressure, and U = ut dt + u, dr + U(J dO + u'" dtp the one­
form representing the velocity of matter). 

Let us assume, for the sake of simplicity, that the fluid 
flow is orthogonal to the three-spaces t = const [i.e., u, = U(J 
= u'" = 0, andu: = - gtt = A (t,r,O,tp), becauseu2 = - 1]. 

Then the induced tensor is 
T(t = const) = pg(t = const) . (39) 
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It is now clear that any intrinsic symmetry on g is translated 
to T, providedp (t = const) also possesses the same symme­
try. 

Finally, we shall assume that the energy density is al­
ways positive (p > 0). Other additional conditions usually 
assumed as regards physical solutions are p> - p (weak en­
ergy condition), p> p > - p (dominant energy condition), 
and p> - j p (strong energy condition). 

V. NONVACUUM SOLUTIONS 

For the metric given by Eq. (2) and the energy momen­
tum assumed in the last section (i.e., perfect fluid with flow 
orthogonal to the three-spaces t = const), Einstein's field 
equations lead to 

e- 2ay!2P + r) - e- 2P(2r" + 3r'2 - 'l/3'r') 

-e- 2YM- 1M(J(J = p, (4Oa) 

e- 2a(p + p 2_ap +2Pr)-e- 2P [a" +a,2- a 'fJ' 

+ 2(r" + r'2 -,8'r')] = !(p - p), (4Ob) 

e- 2a(y + 2y - ar + Prj - e- 2P(r" + 2r'2 

-,8 'r' + a'r') - e - 2Y(a(J(J + a~ 
+M-IM(J(J)=!(p- p), (4Oc) 

r' + rr' - r a ' - Pr' = 0 , (4Od) 

and also to the set of equations (4). 
We are not interested in the case a(J = a", = 0, which 

has been extensively considered in the literature 1 1 for 
M sin 0 (spherical symmetry) and M =0 (plane symme­
try), with the isometry operating on the whole space-time 
s==a /atp. Therefore, we shall assume a(J =1=0 or alP =1=0, 
which implies, taking into account Eqs. (4a) and (4b), 

P +r=O. (41) 

We shall consider three cases: (A) r = const, (B) r = 0, 
r' =1=0, and (C) r=l=O, 

(A) Case r=const: Equation (41) implies fJ(r), and an 
obvious redefinition of the coordinates (r,O,tp ) leads to 

,8 = r = 0 . (42) 

Then, the set of equations (40) is reduced, after some elemen­
tary algebra, to 

p= -M(J(J/M, 

p=2(a(J(J +a~)+M(J(J/M, 

(43) 

(44) 

a(J(J + a~ + M(J(J/M = a" + a,2 . (45) 

The Eqs. (43) and (44) can be used as definitions ofp and 
p. Therefore, the problem has been simplified to finding the 
general solution for a satisfying Eqs. (4) and (45). Equations 
(4c) and (4d) can be integrated into the form 

ea = F(t,r) + G (t,O, tp) , (46) 

and Eq. (45) leads to 

F' = G(J(J +M-IM(J(J(G +F). (47) 

Ifwe take the derivative with respect to r in the last equation, 
it is obvious that 

F'" = M -IM(J(J F'. (4S) 

At this stage we can consider the two subcases: (Ai) F' =1=0 
and (AU) F' = O. 
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(Ai) F'=#}: From Eq. (48), (F,)-lF"'=M-lMee 
= const, and M can be reduced to one of the three forms 

expressed by Eq. (7), which implies 

F"= -kF+ (,b(t), k=O,±I, (49) 

where (,b (t ) is an arbitrary function. By substituting Eq. (49) 
into Eq. (47) we obtain 

Gee = kG + (,b(t). (50) 

On the other hand, Eqs. (4e) and (4f) are rewritten in 
terms of F and G as 

Ge<p =M-lMeG<p' (51) 

Gee -M-lMeGe =M-2G<p<p' (52) 

The integrability condition of Eqs. (50) and (51), (Gee)<p 
= (G~)e, leads to kG<p = O. Now, if we consider the cases 
k = ± 1, we must have G<p = 0, and then Eqs. (50) and (52) 
imply Ge = O. But this contradicts our initial assumption 
(a9:f0 or alP :f0); therefore, we conclude that k = 0 (i.e., 
M ==.0) and Eqs. (49)-(52) can be integrated into the form 

F=! (,b(t)r + ¢(t)r + 1](t) , (53) 

G = ! (,b (t )0 2 + 0 [Ii (t ) sin 'P + ,u(t) cos 'P] + ~ (t) . 
(54) 

Summing up, the metric we have found can be written 
as (after redefining t ) s=O, 1, 

d~ = - { ¢(t)r + sIr + ( 2
) + 0 [al(t) sin 'P 

+ a2(t ) cos 'P] + a3(t)}2 dt 2 + dr + dO 2 + 0 2 dIP 2 , 

(55) 

which possesses plane intrinsic symmetry. However, a calcu­
lation ofp andp through Eqs. (43) and (44) leads to 

p = 0, p = 2e - a • (56) 

Therefore, the solution we have found is unphysical because 
it does not satisfy the energy conditionp > O. Finally, asp is 0 
dependent we see that the PIS on the geometry is not trans­
lated to the energy-momentum tensor. 

(AU) F' =0: It is obvious that the expression (46) can be 
written as ea = G (t,O, 'P ). Then, we must find the general so­
lutionofthe set constituted by Eqs. (51), (52), and (47), which 
is rewritten as 

G99 +M- lM99 G=O. (57) 

The integrability condition of Eqs. (51) and (57), (Gee)<p 
= (G9<p)9' leads to M99G<p = O. Now, G<p = 0; since other­
wise Mee = 0 and G99 = 0 [Eq. (57)], which imply 
p = p=O, i.e., we are in the vacuum case considered in Sec. 
IV. Then, the general solution for G (t,O) satisfying Eqs. (52) 
and (57) is 

G = f dO M + const , 

where M (0) must satisfy 

(58) 

M = U9' U99 = bu- l, b = const. (59) 

Summing up, the metric is given by [see Eqs. (46) and (58)] 

d~ = - {f dOM + const}2 dt 2 

(60) 
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and M (0) is the general solution of Eq. (59), which can be 
easily integrated to give an analytical expression for 
o = 0 (M). Moreover, a direct calculation of p and p-using 
Eqs. (43) and (44)-gives 

p = p = bu-2
• (61) 

Therefore, for b > 0 the solution corresponds to a positive 
density and also satisfies all the standard energy conditions 
because we have a stiff equation of state. However, the met­
ric possesses the isometry S = a / alP, operating on the whole 
space-time, and it is also obvious that SIS, PIS, or HIS are 
not particular solutions of this subcase. 

(B) Case r=O, r'¥0: By defining a new radial coordi­
nate, we can take r = In r, and the set of Eqs. (40) can be 
rewritten as 

p= -r-2[e-2P(1-2rp')+M-lM99] ' (62) 

p - P = 2e- 2/3 [a" + a,2 - (2r- l + a')p'] , (63) 

rIa" + a,2) - rIa' + p' + ra'p') 

= 1 +e2P (a99 +a~ +M- lM 99 ) , (64) 

whereas Eqs. (4) adopt the form expressed by Eqs. (34) and 
(35). The couple of Eqs. (34) admits as a general solution 

ea = F(t,r) + r/(t,O, 'P), (65) 

and this expression, when substituted into Eqs. (35), leads to 

/= Ms(t, 'P) + [(t,O) , (66) 

whereM (0) is the function which appears in the metric ands, 
[ must satisfy 

(M- 119)9 =M-2s<p<p -s(M- lM9)9' (67) 

We shall consider two subcases: (Bi) a<p:fO and (Bii) alP = O. 
(Bi) a<p¥O: By taking the derivative with respect to 'P in 

Eq. (67), we obtain 

(S<p)-lS<p<p<p = MM99 - M~ = const, 

which implies 

M99 = - kM, k = 0, ± 1 

(68) 

(69) 

(after a simple rescaling of 0 and 'P), and then M takes the 
values given by Eq. (7). By introducing Eq. (69) into Eq. (68) 
we obtain S<p<p<p = - S<p' which can be integrated into the 
form 

s = aIlt) + a2(t) sin'P + a3(t) cos'P . (70) 

When this last expression is substituted into Eq. (67), one 
obtains 

[= -al(t)M+a4(t) f dOM+as(t). (71) 

Therefore, ea given by Eq. (65) can be rewritten, taking 
into account Eq. (69), as 

ea = F(t,r) + r[ Mk sin 'Pal(t) + Mk 

X cos 'Pa2(t) + a3(t) f dO Mk ] . (72) 

Now, if Eqs. (62) and (63) are considered as definitions 
of p and p, the only equation to be resolved is Eq. (64). By 
substituting ea-given by Eq. (72)-in the mentioned equa­
tion, one obtains the equivalent conditions 
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·k = 0: P' + r- I = 0, F W 
- r- Ia3(t)e2.8 = 0, (73a) 

k= ±I: p'+r- I(I-ke2P)=O, 

F W 
_ kr- IF'e2.8 = 0, 

whose integration gives 

(73b) 

(BUa) (r-lF)'¥O: Equation (SO) is equivalent to 

(M- IM 96 )e =CM, (SI) 

2e-2.8(I+rp')= -r-ICF+D, (S2) 

where C and D are arbitrary constants. If we introduce Eqs. 
(SI) and (S2) into the equation obtained from Eq. (79), taking 
the derivative with respect to (), one concludes that C ==0 and 

k = 0: e- 2f3 = br, b = const; 

F = (2br)-la3(t) + ra4(t) + as(t) ; (74a) D = - 2M- IM 96 • Thus, Eqs. (SI) and (S2) can be rewritten 

k= ± I: e-2.8=k+br, b=const; 

F = a4 (t)(k + br)I/2 + as(t) . (74b) 

Summing up, the metric in this subcase can be written, 
according to Eqs. (72) and (74), as 

dr = - {rMdal(t) sin lP + a2(t) cos lP] + rNka3(t) 

+ (k + br) l12a4(t) + c + r-Idk(t) J 2 dt 2 

+ (k + br)-I dr + r[d()2 + Mi(())dlP 2] , 
(75) 

where c = 0, + I (by redefining t ), dolt ) is an arbitrary func­
tion, d ± I (t )==0, b is a constant, Mk adopts the values ex­
pressed by Eq. (7) and No = () 2, N + I = cos (), N -I = cosh (). 

On the other hand, a calculation of p andp through Eqs. 
(62) and (63) leads to 

p= -3b, (76) 

p = b(3 - 2ce- a
). (77) 

Obviously, Eqs. (74) imply b > 0 for k = 0 or - 1, but 
then p < 0 and the solutions we have obtained are unphysi­
cal. In the case k = + I, we can consider b < 0, which im­
pliesp = const > 0 and also that the weak energy condition is 
satisfied. 

Anyway, the solutions we have obtained possess PIS 
(k = 0), SIS (k = + I), and HIS (k = - I), whereas these 
intrinsic symmetries are absent in the energy-momentum 
tensor unless we have c=O (which implies p = - p 
= const). The solution, Eqs. (75)-(77), for k = + 1 was 

found by Stephanpo in another context and rediscovered by 
Krasinski.3 

(Bi;) a", =0: From Eqs. (65) and (66) we obtain s = s(t). 
Thus, integrating Eq. (67) we can write 

ea = F(t,r) + r f d() M , (7S) 

after a trivial redefinition of t, where F (t,r) and M (() ) are arbi­
trary functions. 

By substituting Eq. (76) into Eq. (64) we obtain the dif­
ferential equation 

-rF"+(F'+r- IF+2 f d()M}I+rP') 

+e2.8[Me +M-IMee(r-IF+ f d()M)] =0. (79) 

If we take the derivative with respect to (), one obtains an 
equation which implies F = F(r), and taking the derivative 
with respect to r in the last equation the following is ob­
tained: 

2M [e-2.8(1 +rp')]'+(r- IF)'(M- IM 96 )e =0. (SO) 

Let us consider two subcases: (Biia) (r- IF)':;60 and 
(Biib) (r-IF), = o. 
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as 

Mee= -kM, k=O,±I; p'+r- I(I-ke2.8)=O, 

(S3) 

and then Eq. (79) gives a differential equation on F (r) similar 
to Eq. (73). It is clear that in this subcase we obtain the struc­
ture expressed by Eqs. (75)-(77) but with a l = a2=0, a3=1 
fork= -1,a3=-lfork= + l,a3=!fork=0,anddo, 
a4 are constants. 

(BUb) (r-lF)' =0: We write F = Br, with B = const 
and, by itegrating Eq. (SO), 

e - 2.8 = A + br , (S4) 
where A and B are arbitrary constants. By substituting these 
expressions for F and pinto Eq. (64) we obtain a differential 
equation for the variable s==S d() M + B, which can be inte­
grated into the form 

sSee + Ar = D, D = const. (S5) 

Summing up, we have obtained the following metric, 
according to Eqs. (7S) and (S4), 

dr = - rr(())dt 2 + (A + br)-I dr + r(d() 2 +~ dlP 2
) , 

(S6) 

where s(() ) is the general solution to Eq. (S5), which can be 
given in the form 

± () + const = f ds(E - Ar + 2D In s), E = const. 

(S7) 

A direct calculation of p and p through Eqs. (62) and 
(63) leads to 

p = D (rs)-2 - 3b, p = D (rs)-2 + 3b . (SS) 

It is clear that the metric (S6) is static ( SI = a fat) and 
translational invariant ( S2 = a falP). Moreover, if we take 
s = cos (), s = (), or s = cosh () [which satisfy Eq. (S5) with 
D =0] is very easy to see that the metric possesses SIS, PIS, 
or HIS, respectively, and the energy momentum possesses 
the same intrinsic symmetry because p = - p = + 3b. 

The standard energy conditions are satisfied for differ­
ent values of the constant D and b. For instance, the electron 
D>O and b.;;;O (with D, b=l=O in order to have p > 0) gives 
physical solutions. In particular, the weak and dominant en­
ergy conditions are satisfied. For D > 0 and b =0, one obtains 
a stiff equation of state. 

(C) r¥O: Equation (41) implies 

P= -y, (S9) 

after redefining r. The set of equations (40) can be rewritten 
as 

p = - {e- 2ar + e2Y(2y" + 5i2) + e- 2YM- IM 96 J, (90) 

p - P = 2{e- 2a!1'+ r -ay) 
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+ e2Y [a" + a,2 + a'r' + 2(r" + 2r'2)] J , 

2e - 2a(r + y - ay) + e2Y(a" + a,2 + r" + r,2) 

(91) 

- e- 2Y(aee + a~ +M-IMee ) = 0, 

y' + 2yr' - ra ' = ° . 
(92) 

(93) 

The integration ofEq. (93) leads to 

ea = ye2,,!(t,O, q; ) , (94) 

whereas Eqs. (4c) and (4d) are equivalent in this case to 
y' + yr' = 0, whose general solution is 

eY = art ) + b (r) . (95) 

Now, we can make a redefinition of t in such a way that a=t. 
Thus, Eqs. (94) and (95) are rewritten as 

eY = t + b (r), ea = e"!(t,O, q; ) . (96) 

On the other hand, if we substitute Eqs. (96) into Eqs. 
(4e) and (4f) we obtain fori the structure (66) withs(t, q;) and 
b (t,O) satisfying Eq. (67). Then, two subcases can be studied: 
(Ci) a'l' :;!:o and (Cii) a'l' = 0. 

(Ci) a'l'#O: The analysis made in subcase (Bi) can be 
repeated-see Eqs. (70) and (71 I-and we conclude that 

1= Mk sin q; al(t) + Mk cos q;az(t) + a3(t) f dO Mk , 

(97) 

where Mk(O) is given by Eq. (7). 
By substituting ea and eY, given by expressions (96) and 

(97), into Eq. (92) we obtain the equivalent set 

k= ±1: eY(e3Yb"+k)/3-i-yl=0, (98) 

k = 0: e4Yb "/3 - !eYa3(t )/Z 
- i - yl = 0. (99) 

From Eq. (98) it is very easy to conclude that e3Yb " + k = ° 
and this equation implies y = 0, which is impossible in case 
(C). Therefore, the possibilities k = ± 1 do not exist. Equa­
tion (99) constitutes a polynomial in 0 of degree 6; the vanish­
ing of its coefficients leads to 

a3=0, b = const; a l = dlt -I, a2 = dzt -I, 

d l ,d2 = const . (100) 

Summing up, we have found the following metric: 

dsz = - (dO sin q;)Z dt Z + t -z dr 

+ t 2(dO Z + 0 2 dq; 2) , (101) 

d = const, 

after a rescaling of t and q;. This metric possesses transla­
tional intrinsic symmetry (in particular PIS). On the other 
hand, Eqs. (90) and (91) allow us to calculate p and p 

p = - (to sin q;)-Z, p = p, (102) 

i.e., the solution is unphysical because p < ° for t < 00. 

(Cm a'l' =0: The general solution of Eq. (67), taking 
into account the structure (96), is given by 

ea = eY[ I(t) + g(t) f dO M], eY = t + b (r), (103) 

wheref(t ), g(t ), and b (r) are arbitrary functions. Ifwe substi­
tute Eq. (103) into Eq. (92), the following is obtained: 
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-2{eY[/+ g f dOM n +2b"e
SY

[/+ g J dOM r 
_e-Zyg[/+ g f dOM r 
XM-I[Me (f dOM +~L· (104) 

Multiplying Eq. (14) bye - zY, and taking the derivative with 
respect to rand 0 we obtain 

- (e - 2Y)' - (e - Y)'g-Ig 

+ 3(b " e3
Y)' [ 1+ g f dO M r = ° , (105) 

and if we take the derivative with respect to 0 in this last 
equation we conclude that b " = 0, which implies-through 
Eqs. (103) and (1 05)-that b ' = 0. So, we can take b =0 after 
rescaling the coordinate t. The substitution of this value (eY 

= t) into Eq. (104) leads to 

- 2( gt 2) - I [ 1+ g f dO M ] - 2( gt ) -I [ i + g f dO M ] 

= [/+ g f dOMrM-I[Me (f dOM+~L· 
(106) 

Two subcases can be considered: (Ciia) (fg-I)·:;!:O and (Ciib) 
(fg-I). = 0. 

(Ciia) (fg-I) ·#0: Let us take the derivative with re­
spect to 0 in Eq. (106). Then one obtains 
(y g-l/+fdOM) 

- 2(~tZ)-I(g + tg) 

= 2Y [Me + (MeeIM) Y] 

+ YZM-I[Me + (MeeIM) Y]e, 

whose derivative with respect to t gives 

-1(g-I/l"J- II(gt)-Z(l +tg-lg)J 

= Me + 2(MeeIM) Y + Y 1M 

X [M + Mee Y] + ~ [Mee ] 
e M e 2M M e' 

and, by taking two derivatives with respect to t, 

M ee M- I =A +B f dOM, A,B = const. 

Equation (109) can be substituted into Eq. (108) 

-1(g-I/l"J- I!(gt)-2(1 +tg-lg)J 

(107) 

(108) 

(109) 

=Me +4Y [A+B f dOM]+ ~ By2, (110) 

which obviously implies B ==:0. When this value and Eq. (109) 
are substituted into Eq. (107), it is very easy to conclude that 
A =0, and Eq. (109) implies 

M = aO + d, a,d = const . (111) 

Thus, Eq. (107) is reduced tog + tg = 2aY = 0, i.e., 

g=ct- I, c=const, a=O. (112) 

Equations (106) and (112) imply (fg-I). = 0, which is in con­
tradiction to the initial assumption. Therefore this subcase is 
not possible. 
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(CUb) (jg-J)·=O: Let us write /=Ag, A = const. 
Then Eq. (107) is reduced to 

- 2(glt 2)(g+ tg) = 2YM/J + 4y2(M/J/J1M) 

+ y 3M- 1(M/J/JIM)/J =B= const, 
(113) 

which leads to [s = s(8)]; and, using Eq. (106), 

tg = [B In t + C)] -1/2, C = const; (114) 

M=s/J, s/J/J =Ds-I+Bs-llns, D=const. (115) 

Summing up, we have found the following solution [see 
Eq. (103)with b =0, and Eqs. (114) and (115)]: 

dr= -(Blnt+C)-ls2dt 2+t-2dr 

+ t 2(d8 2 +.rs dlP 2) , (116) 

where A, B, and C are arbitrary constants. This metric pos­
sesses the isometry (operating on the whole space-time) 
S = a I alP, and regarding intrinsic symmetries, if D = B ==0 
(i.e., s=8), there exits PIS. 

On the other hand, Eqs. (90) and (91) give the following 
values for p and p: 

p=(ts)-2[D+Blns-C-B(1 +lnt)], 

p = (ts)-2[D+B Ins - C -B In t J • 

(117a) 

(117b) 

In general, the standard energy conditions can be satisfied 
for certain intervals of the variables rand 8. For instance, 
p<. p will be satisfied for B<.O. In particular, if B = 0 and 
D> C we obtain that p > 0 and p = p, i.e., a stiff equation of 
state. 

VI. CONCLUSIONS 

The main purpose of this paper was to develop the idea 
of intrinsic symmetry to search for exact inhomogeneous 
solutions of Einstein's field equations. We have assumed 
from the beginning a certain structure for the metric, Eq. (2), 
which contains the physically interesting cases of plane, 
spherical, and hyperbolic intrinsic symmetry (PIS, SIS, and 
HIS, respectively), and resolved the field equations in the 
vacuum case and for a perfect fluid matter content with the 
flow orthogonal to the three-spaces t = const. 

In the vacuum case we have obtained a generalization of 
Birkhofrs theorem: there is no possibility of having SIS, PIS, 
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or HIS in vacuum if the t lines are orthogonal to the three­
spaces t = const, because the metric must be the generalized 
Schwarzschild solution, Eq. (8). On the other hand, there 
exists a set of vacuum solutions, Eq. (25), which do not pos­
sess any such intrinsic symmetries, but with a translational 
isometry operating on the whole space-time. 

As regards the nonvacuum exact solutions we have 
found, we mention that the only physical solution (p > 0) 
which does not possess isometries operating on the whole 
space-time is a solution found previously by Stephani 10 and 
Krasinski.3 The rest of the nonvacuum solutions possess a 
translational isometry in the usual sense, and some of them 
also have PIS [see Eqs. (75), (86), and (116)], SIS, or HIS [see 
Eqs. (75) and (86)]. All of these latter solutions are physical, 
in the sense that the energy density is positive and at least one 
of the standard (weak, dominant, and strong) energy condi­
tions are satisfied. In particular, a stiff equation of state is 
obtained in some cases [seeEqs. (81), (88), and (117)]. We also 
remark that in cases (A) and (B) the possibility of having a 
"radial" flow (u'¥:O) has been examined and nothing differ-, 
ent from the case ur = 0 has been obtained, 

Finally, we want to emphasize the significance of the 
new technique of intrinsic symmetries in order to obtain new 
exact solutions. It appears that the idea is not trivial and can 
be successful in the search for models representing astro­
physical or cosmological situations. 
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Equilibrium configurations of degenerate fluid spheres which assume a polytropic form in the 
ultrahigh-density regime are considered. We show that analytic solutions more general than those 
of Misner and Zapolsky exist which possess the asymptotic equation of state. Simple expressions 
are derived which indicate this nature of the fluids in the extreme relativistic limit, and the 
stability of these interiors is considered in the asymptotic region. 

I. INTRODUCTION 

Interest in the final state of matter for cold condensed 
stellar objects has led to a renewed effort on the part of inves­
tigators to ascertain the nature of physical systems at densi­
ties greater than that of nuclear matter. 1

,2 A study of such 
superdense systems naturally leads to considerations of rela­
tivistic many-body calculations based on the nature of ele­
mentary particles and their interactions. Our knowledge of 
these is as yet incomplete, and the presently available experi­
mental data is unable to unambiguously aid in the formula­
tion of an appropriate equation of state in the ultrahigh­
density regime. This situation has led to a number of 
plausible models to depict the final state, and only new ex­
perimental and observational data will be able to distinguish 
between the competing theories. 

In this paper we consider the reverse problem. Since we 
are as yet unable to discriminate between models based on 
assumed particle populations and interactions, what of a 
general nature can be said of the superdense regime? We 
show that if one assumes only that the equation of state in the 
superdense region is asymptotic to the polytropic form for 
which the pressure becomes proportional to the density and 
that the pressure does not have an essential singularity, the 
field equations can be solved in closed form. The solutions 
thus obtained are those first discovered by Wyman3 and later 
considered in more detail by Whitman,4 Whitman and Red­
dingS for the case of static equilibrium, and Whitman and 
Pizz06 when slow rotation is incorporated. 

We examine the Sturm-Liouville equation for zeroth­
order normal mode oscillations in the neighborhood of the 
origin for the complete family of solutions and show that all 
but one member are unstable. The instability, however, is 
reducible by replacing a small central region with a uniform 
density core in the same fashion as was done with the 
Misner-Zapolsky7 solution. It is not necessary to introduce 
an outer envelope as was done by these authors. The solu­
tions considered here have a pressure boundary, which is not 
the case for the Misner-Zapolsky solution. The remaining 
nonsingular solution is observed to satisfy the necessary part 
of the stability criteria over all density ranges, and to be com­
pletely stable in the low-density regime. 

II. RELATIVISTIC INTERIORS IN THE HIGH-DENSITY 
LIMIT 

For the case of a spherically symmetric fluid with den­
sity p and pressure P, the field equations of general relativity 

reduce to a set of three independent coupled ordinary differ­
ential equations in four unknowns. The underdetermined 
nature of this system allows for the introduction of an equa­
tion of state relating in some fashion to the thermodynamic 
variables throughout the interior. 

The metric representing the static interior is taken to 
have the form 

ds2 = f dt 2 _1'-1 dr - r dfl 2, (2.1) 

where dfl 2 represents the metric on the unit sphere. In this 
coordinate system, the condition that the pressure be iso­
tropic forces a differential relation between the two metric 
functions y and 1'. The resulting equation is quasilinear and 
of second order in y and first order in 1'. The equation of 
isotropy is 

21'ry" - r(21' - r1")y' + (2 - 21' + rr')y = 0, (2.2) 

where the prime refers to differentiation with respect to the 
radial coordinate. . 

The remaining equations relate the thermodynamic 
variables to the metric functions and their derivatives. The 
fluid pressure can be most simply expressed as 

817'rP = (1 + 2ry'!y)1' - 1. (2.3) 

The fluid density is related only to the metric function 1'. A 
single quadrature then leads to an expression for l' in terms of 
the fluid mass 

l' = I - 2m(r)/r, m = 417' f pr dr. (2.4) 

The remaining equation is the resultant Bianchi identity. 
This is given by 

y'!y= -P'!(P+p). (2.5) 

Equation (2.5) is a consequence of the field equations and is 
not an independent expression. The usual approach is to se­
lect from Eqs. (2.2) through (2.5) any three and add to this the 
appropriate equation of state· depicting the interior. 

A. Limiting form for the Interior 

Most often considered in the ultrahigh-density regime 
are polytropic equations of state in which the pressure is 
proportional to the density. The constant of proportionality 
is the square of the sound speed within the fluid. It is not 
difficult to show that if such an equation of state is assumed 
to hold in the limit of infinitely large pressure and density, 
and if the pressure has a Laurent expansion with only a finite 
number of terms in negative powers of the radial coordinate, 
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then the leading term will be proportional to r -2. This can 
be seen in the following fashion. Assume P-;:::;;Po r' and intro­
duce this, along with the condition that the density be pro­
portional to the pressure, into Eq. (2.5) to determine the ratio 
r'lr. Placing the result into Eq. (2.3) shows that n = - 2 if 7' 
is both positive and nonsingular at the origin. This condition 
is guaranteed if the mass vanishes there at least as fast as r, as 
can be seen from Eq. (2.4). Introducing this form for 7' into 
Eq. (2.2) leads to an expression for r in this region 

r = ay i + byj, (2.6a) 

where y = rlR, the normalized radial coordinate, and the 
quantities i and j are, respectively, 1 + a and 1 - a. The 
parameter a is related to the asymptotic form of 7' through 
the relation 7' = (2 - a 2

) -I. If the limiting form for 7' is to be 

both positive and nonsingular, a <,fl. Examination of Eq. 
(2.6a) above indicates that r will be nonsingular provided 
lal <: 1. For a outside this range, the pressure will become 
negative somewhere within the interior. Note that by virtue 
of the symmetry inherent in Eq. (2.6a), there is no loss in 
generality if a is taken to be positive. 

If a = 0, Eq. (2.6a) degenerates. The second indepen­
dent solution is logarithmic in y 

r = y(a + b In y), (2.6b) 

which is well behaved as y tends to zero. 

B. Extrapolated general solution 

By virtue of the above arguments, Eq. (2.6) depicts the 
behavior of all polytropic distributions in the vicinity of the 
singular region. Wyman,3 Whitman,4 and Whitman and 
ReddingS observed the field equations could be solved exact­
ly for this functional dependence of r on the radial coordi­
nate. None of these authors, however, noted the second inde­
pendent solution associated with a = O. 

Their solution for 1'(y) is 

7' = S-I - CySI/ [aky 2a + bl ] - 2s1/\ 0 < a<: 1, (2.7a) 

wheres = 2 - a\ I = 2 - a, and k = 2 + a. In this expres­
sion, a, b, and C are constants of integration. Requiring con­
tinuity of these solutions leads to expressions for these con­
stants in terms of the Schwarzschild parameter fs 
= 1 - 2M I R, where M is the total integrated mass and R is 

the radius of the sphere. Determined in this fashion, the inte­
gration constants are 

a = (1 - qfs)l4ars, b = (nfs - 1)/4ars, 

(2.7b) 

C= (S-I - fs)[(1 + fs)12rs YS1
/
k

, 

where q = 3 - 2a and n = 3 + la. The solutions for a = 0 
can be obtained in the same manner. The function 7' is given 
by 

7' =! - Cy[2a + b + 2b Iny]-I, 

with constants of integration 

C = (! - fs)(1 + rs)l2rs· 
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(2.7c) 

(2.7d) 

The pressures and densities associated with these solu­
tions are 

81TR 2y2p = -r(any 2a + bq)(ay 2a + b)-I - 1, (2.8a) 

81TR 2y2p = 1 - 7' - 2(s7' - l)(ay 2a + b) 

x (aky 2a + bl)-I, (2.8b) 

and for the case a = 0, 

81TR 2y2p = -r(3a + 2b + 3b Iny)(a + b lny)-I - 1, (2.8c) 

81TR 2y2p = 1 - 7' - 2(27' - l)(a + b Iny) 

X(2a + b + 2b Iny)-I. (2.8d) 

These solutions are interesting in that they are extrapo­
lations of the asymptotic form expected of degenerate equi­
librium configurations in the region where general relativity 
plays its most important role in stellar structure. An exami­
nation of the solutions indicates they have many of the fea­
tures expected of relativistic interiors even outside the 
asymptotic region. As pointed out by Whitman and Red­
ding, the ratio of specific heats and the sound speed are well 
behaved throughout the interior provided the mass distribu­
tion is not near its Schwarzschild limit. Under this condi­
tion, the sound speed is causal throughout the interior, de­
creasing outward from the center for a =1= 1. When a is unity, 
the opposite occurs and the sound speed increases outward. 
The pressure and density are well behaved, with the pressure 
vanishing at a finite boundary. If the inequality 

a 2>(911- 4fs - 1)/411 (2.9) 

is satisfied, the surface value of the density will be positive, 
vanishing if the equality holds. 

III. ASYMPTOTIC EQUATIONS OF STATE 

The arguments of the previous section indicate the ap­
plicability of these solutions in the asymptotic region. In the 
ultrahigh-density limit, the form is identical to the Misner­
Zapolsky solution and thus agrees with all equations of state 
that assume the form of a simple polytrope in this regime. In 
the high-density limit, the possible choices of physical equa­
tions of state become more varied, but there are a number 
which agree with this solution within the appropriate 
bounds. Two examples are the Fermi gas equation of state 
and the equation of state given by Leung and Wang.s 

In this section, we develop the equations of state and in 
particular compare them to the degenerate Fermi gas. 

The equations expressing the pressure and density, 
though in general somewhat complicated, can be expressed 
in the form P (,0) within the asymptotic region. If we ignore 
powers of y greater than la, the resulting equation of state is 

P = P [1 -a _ ~ (qfs - 1) (po)a] , 0 < a < 1. 
1 + a 1 - a 2 nfs - 1 P 

(3.1a) 

When a takes on the value zero, the appropriate expression 
is 

P = P [1 - 4(3fs - 1)(4 + (3fs - 1)ln( plpO))-I]. 

(3.1b) 

In these expressions, Po is the limiting form of the product 
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py2 and is given bypo = (1 - a 2)/41rR 2(2 - a 2). For the case 
a = 1, the equation of state takes on the form 

Po-P=v~(Po-p), (3.1c) 

where Po, Po, and v~ are, respectively, the central values of 
the pressure, density, and sound speed squared. 

Expressions for the asymptotic sound speed can be ob­
tained from Eq. (3.1). Examination of these indicate the 
sound speed will be a decreasing function for 1'1 
;>(3 - 2a) -I. If equality holds or a = 1, the sound speed will 
be uniform. 

We observe that for a = !, the equation of state (3.1a) 
becomes 

p _ 3P= (~)1/2 (21'1 - 1) (~)pl/2. 
71T 41'1 - 1 R 

(3.2) 

In the limit of high central densities this is precisely the form 
of the Fermi gas equation of state9 

p - 3P = (1611T)1/2p l/2. (3.3) 

Ifwe require Eq. (3.2) to exactly represent a Fermi gas in this 
limit, then 

R = h~)1/2((2fs - 1)1(41'1 - 1)). (3.4) 

Whitman and Redding showed that 1'1 ";0.683 if the 
surface density was non-negative for the a = ! solution. A 
lower limit can as well be placed on 1'1 by demanding the 
exclusion of nonintegrable singularities. They indicated that 
this requires 1'1 > 0.5. In this range we find R lies within the 
interval 

0< R ..;0.0978. (3.5) 

The upper limit on R corresponds to about 1.33 km (the 
unit oflength is 1.36x 106 cm). Numerical integration of the 
Fermi gas equation of state indicates however that 
R~3.1 km. Clearly then we cannot force agreement with 
the Fermi gas equation of state to this order, and at the same 
time retain an exact solution valid throughout the interior. 

If what is desired is an analytic expression in the high­
density limit, the constants in Eq. (3.1a) can be appropriately 
evaluated. One finds this identification requires (in terms of 
the integration constants a and b as well as the scale factor R ) 

alb = - 0.4969R. (3.6) 

This interior would then have to be joined numerically to the 
Fermi gas equation of state in the medium density regime. 
Nearer the origin, both equations of state take on the poly­
tropic form p = ! p, and correspondence is established in the 
ultrahigh-density regime. 

We observe in passing that the upper limit on 1'1 corre­
sponds to a vanishing surface density, which is the same 
boundary condition used for integration of the Fermi gas 
equation of state. Whitman and Redding showed the mass­
to-radius ratio for this analytic solution is within 0.5% of the 
value obtained from numerical integration. 

Though the M I R value is in good agreement with that 
obtained from the Fermi gas equation of state, the radius is 
considerably smaller. This indicates that the sphere is more 
collapsed, as one would expect. Recall that the asymptotic 
form of r was extended to hold throughout the interior, not 
just in the high-density limit. 
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IV. THE MASS DEFECT 

In order to ascertain further properties of the solutions 
discussed in this paper, an expression must be derived which 
depicts the distribution of particles throughout the sphere. A 
knowledge of this, the number density, allows one to deter­
mine the coefficient of gravitational packing, which deter­
mines the ratio between the gravitational and total energy, 
and the partial mass defect, which expresses how much of 
the rest mass energy is emitted during the formation of the 
star from initial dispersed material. 

The proper number density is related to the pressure 
and density through the second law of thermodynamics with 
the assumption of constant entropy. A formal integration of 
this expression results in 

(4.1) 

The quantity K in Eq. (4.1) is a constant of integration, deter­
mined by the condition that the internal energy vanish at the 
surface. 

In general, this integral is intractable for the full solu­
tions, but simple expressions result for the special case C = 0 
in Eq. (2.7). For the constant C to vanish, the boundary con­
ditions require 1'1 = 1/s. This leads to the specific solution 
set 

7= lis, 

81TR 2py2 = ijls, 

81TR2Py2= ~ -y . (
'2'2)( 1 2a) 

S i 2 _ j2y 2a 

For the case a = 0, Eq. (4.2c) becomes 

161TR 2Py 2 = Iny/(lny - 2). 

(4.2a) 

(4.2b) 

(4.2c) 

(4.2d) 

The introduction of these expressions into Eq. (4.1) 
leads to 

mNn = (ij/161TR 2asy i)(i - jy 2a), a#O, (4.3a) 

mNn = (1 -lny)/161TR 2y, a = O. (4.3b) 

The total number of particles contained within the 
sphere can be determined by integrating Eq. (4.3) over the 
proper volume 

N = 41TR 3 f n(y)y2 dyl,fi. (4.4) 

Introducing n( y) from Eq. (4.3), we find 

mN N Mo = 3(2 - a 2)1/2(4 - a 2)-IM, O";a";l. 

(4.5) 
Having at our disposal an expression for the total num­

ber of particles within the volume, we may determine other 
bulk properties of the distribution. For a sphere with gravita­
tional mass M given by 

M=41TR 3 fpy2dY (4.6) 

and proper mass 

MI = 41rR 3 i l 

py 2 dy , 
o ,fi 

(4.7) 

we can obtain expressions which in the Newtonian limit cor-
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respond to the energy of motion Wand the energy of self­
gravitation U (see Ref. lO). These can be obtained from the 
total gravitational mass defect (gravitational binding energy) 

.:11 M =M1 - M, (4.8) 

and the partial mass defect given by the difference 

.:12 M =Mo - M. (4.9) 

Intheclassicallimit,.:1 1 M = - Uand.:12M = (W + U). 

Two new quantities may be defined from Eqs. (4.8) and 
(4.9). Let 

a l =:.:1 1 M 1M, 

a2 a2 MIM. 

(4. lOa) 

(4. lOb) 

Equation (4.lOa) is the coefficient of gravitational packing, 
and Eq. (4. lOb) represents the fraction of rest mass energy 
emitted during the formation for the equilibrium distribu­
tion. 

The quantities a 1 and a 2 can be calculated for these 
solutions under the assumption of an isentropic equation of 
state. The coefficient of gravitational packing is 

a l =.JS - I, (4. 11 a) 

and the fraction of rest mass-energy emitted during forma­
tion is 

(4.11b) 

Both the above coefficients are valid for the full range of the 
parameter a. Clearly both a l and a2 are positive. The mini­
mum value of these quantities is zero for the a = 1 solution, 
which is as it should be. As the parameter a--I, the solution 
tends to the vacuum metric for the special case C = o. 

Consider for a moment the expected signs of two quan­
tities defined by Eq. (4.lO). For any interior which satisfies 
the condition r < 1, Eq. (4. lOa) must be positive. The expect­
ed sign ofEq. (4. lOb), however, is not so obvious. It involves 

the difference mnl,Jr - p, and though mn <p due to the 
energy of motion of nucleons and their interaction, r < 1. 
This being the case, the sign of a2 is entirely model depen­
dent. Clearly, if the interior is formed from the simple con­
densation of material from initially rarefied matter, a2 > O. 
The physical interpretation of a negative a 2 is that simple 
condensation did not occur, one possibility being that nu­
clear reactions took place during the evolution to the final 
state. 

There are models in the literature for which a2 < O. One 
such model is a stellar model based on a real gas presented by 
Saakyan and Vartanyan. 1I Numerical calculations show 
that a2 becomes negative when the central density exceeds 
some finite value, suggesting that singular interiors may 
share this property. The solutions of this paper offer a coun­
terexample to such a conjecture. 

v. STABILITY 

Even though a solution corresponds to an equilibrium 
configuration, it need not be stable to small perturbations. 
The solution depicting a stellar interior is merely a statement 
specifying the magnitude of the pressure needed at a point to 
maintain the system in equilibrium for a given density. It 
does not follow that if small perturbations were to occur 
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(either an increase or decrease in pressure) the system would 
return to its original configuration. Indeed, it could well oc­
cur that a small perturbation would grow, causing the distri­
bution to either collapse or expand, depending upon the na­
ture of the perturbation and characteristics of the fluid. 
Solutions which are not stable to these small perturbations 
could not remain static for a long time . 

For a general relativistic fluid sphere, the approach to 
the question of stability is as follows. 12- 14 To a solution 
which satisfies the static field equations, introduce a small 
radial perturbation which does not destroy the spherical 
symmetry. Neglect all quantities which are of the second 
order or higher in the motions of the fluid and retain only the 
linear terms. With the further assumption that only adiaba­
tic processes are occurring, the time-dependent equations 
are investigated to this level of approximation around the 
static equilibrium configuration. 

For the line element given by Eq. (2.1), the nth-order 
normal mode is expressible in terms of an amplitude un(y) 
given by 

oy(y,t) =y -2y(y)un(y)exp(iwn tl. (5.1) 

To this order of approximation, the time-dependent equa­
tions reduce to the Sturm-Liouville system for Un 

!!... [p dUn] + [~+ W~ W] Un = O. 
dy - dy -

(5.2) 

The functions !:, ~, and J! are expressed in terms of the 
equilibrium configurations for the star 

!: = Tr-1/2y -2yp 

Q= _ 4rr-I/2y -3 dP _ 8nrP(P+p)r-3/2y-2 
- dy 

+ rr- 1I2y -2(P+p)-1 (~;r, 

J! = yr- 3/2y -2(P + pl· 

The function y is the adiabatic index expressed as 

y=p-I(p+p) -~ (ap) 
ap constant entropy 

=p-l(p+p)V~(Y), 

where vs(Y) is the sound speed throughout the fluid. 

(5.3) 

(5.4) 

Solutions to Eq. (5.2) are sought which satisfy the 
boundary conditions 

un(yl!y=o -y3, 

(5.5) 

( _ yy -2rp dUn) I = O. 
dy y=1 

The first condition guarantees that the perturbation will not 
displace the fluid at the center of the sphere, and the second 
that the Lagrangian change in the pressure vanishes at the 
surface. 

Interest here is in whether or not the solution given by 
Eq. (2.8) is stable with respect to small perturbations. The 
approach is as follows. Integrate Eq. (5.2) with the trial value 
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of (t)" set equal to zero. If, after the integration, the eigen­
function U" has gone through zero N times, there are precise­
ly N unstable modes of oscillations (0 through N - 1). If after 
going through N nodes, the boundary conditions given by 
Eq. (5.5) at both endpoints are satisfied, then the modes 0 
through N - 1 are unstable and the Nth node is in neutral 
equilibrium. Hence, if the solution has zero nodes, the N = 0 
mode (the fundamental) is stable. 

Again, due to the nonlinearity of the equation, Eq. (5.2) 
is not tractable in terms of known functions, and an approxi­
mate approach is necessary. A close examination of the pres­
sure and density given by Eq. (2.8) indicates that to a good 
approximation, both behave as y -2 over a large portion of 
the sphere when a#- 1. Further, from the analysis of the last 
section, the C = 0 solution has a density going precisely with 
this radial dependence. This being the case, the approach to 
be used will be to approximate both the pressure and density 
in this fashion and solve Eq. (5.2) in the vicinity of the origin. 
This will yield Un in the region where Un is expected to have 
the greatest variation. 

Expanding Eq. (5.2) results in the expression 

y 2U" + y[3(yy'lr) - !(Y7'/r) + y( In yP), 2]u' 

+ V;-2[ 4(Yr' Ir) + (yr'lr)2 - 81T,Y 2p /r]u = O. (5.6) 

The approximate expressions for the interior, valid for small 
yanda#-1 are 

7= 1/s, 81TR 2y 2P=j 2Is, 

81TR 2y 2p = ijls, yr'lr = j, v~ = jli. 
(5.7) 

For a = 1, both the pressure and density approach a con­
stant. 

Use ofEq. (5.7) in Eq. (5.6) leads to the expression for 
the fundamental mode of oscillation valid to this level of 
approximation 

y 2U" - (1 + 3alYu' + 4(1 + a)u = O. (5.8) 

Equation (5.8) can be readily integrated. The resulting 
expression is 

u(y) =yh [CI cos(flny) + C2 sin(flny)], (5.9) 

where h = {2 + 3a)/2 and/= (12 + 4a - 9a2)1/2/2. 
Note that u( y) goes through infinitely many oscillations 

as the origin is approached. A direct calculation shows that 
the above expression can be made to satisfy the boundary 
conditions expressed by Eq. (5.5). A more accurate calcula­
tion leads to a u( y) which is the same as Eq. (5.9) only multi­
plied by a benign polynomial in y, in no way altering the 
conclusion that the a#-1 solutions are inherently unstable. 

To this order of approximation, the solutions consid­
ered above for a#- 1 are identical to the Misner-Zapolsky 
solution. It is well known that their interior can be made 
stable. One simply deletes the central region of the sphere 
and replaces it with a small uniform high-density core. The 
size of the core is determined by carefully matching the solu­
tion to the uniform density configuration at the core bound­
ary, then requiring that u( y) expressed by Eq. (5.9) have zero 
nodes within the confines of the sphere. 

The stabilizing method for the solutions considered in 
this paper follows the same general procedures outlined for 
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the Misner-Zapolsky solution. However, as these more gen­
eral solutions have a pressure boundary, it is not necessary to 
introduce an outer envelope in order to complete the solu­
tion, as is the case with the Misner-Zapolsky interior. The 
physical interpretation of the solid core is that at ultrahigh 
densities, neutron matter could form a solid. 15 Some of the 
pulsar data (in particular, the spin-down phenomenon of the 
vela pulsar) could best be understood in terms of such a solid 
core. 

The a = 1 solution 16 is the only nonsingular solution of 
the family, and as such requires a more detailed considera­
tion. The density and pressure approach a constant near the 
origin. Upon forming their ratio, one sees the sound speed 
does also. Introducing this result into Eq. (5.6) with a = 1, 
one finds only that u - const xy 3 near y = O. Hence we find 
only that the appropriate boundary condition is satisfied 
there. 

We can show that the solution satisfies the necessary 
part of the stability criteria 

(5.10) 

Upon taking the limit as a tends to one in the expression for 
the density, Eq. (2.8), with integration constants given by Eq. 
(2.7b), one finds 

41TR2pO=- 1-- 1---M ( ~2/3 ( 5 ~ - 5/3 

R R 2 R ' 
(5.11) 

and hence 

(5.12) 

We observe that Eq. (5.12) is positive definite for all values of 
M IR. The density is, however, singular for M IR ~, and 
one would expect the solution not to be stable near this mass­
to-radius ratio. 

A numerical integration of the stability equation shows 
that this is the case. One finds a maximum rs equal to 0.589. 
This corresponds to a maximum mass of2.2 M0 for a 10 km 
star. 

VI. CONCLUSION 

As stated earlier, the equations of state at ultrahigh den­
sity are not well known. Even in the limit of polytropic equa­
tions of state, the central sound speed is not agreed on. The 
value of this quantity depends critically on the nature of the 
interactions assumed to calculate it, and can take on any 
value between zero17 and unity. 18 Observational evidence at 
this time is still not sufficiently accurate to aid in discrimin­
ating between the various models, but it is expected that 
pulsar data in the near future will shed light on this problem. 

The solutions discussed in this paper are not based on 
particular assumptions with regard to the various interparti­
cle interactions, but on the asymptotic behavior of such 
equations of state. In view of this, we make no claim that any 
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of these solutions appropriately describe real interactions 
within a star. The asymptotic character of these interiors do, 
however, indicate that they may be of some use in the investi­
gation of real fluids. 

The Sturm-Liouville equation for the zeroth-order nor­
mal mode oscillations in the neighborhood of the origin for 
this family of solutions was solved. This demonstrated con­
clusively that all but one member was unstable in the central 
region. As pointed out by Whitman and Redding, the insta­
bility can be reduced by properly matching the solutions to a 
stable high-density core. Indeed, as pointed out earlier, some 
pulsar data presently available could best be understood 
with such a high-density uniform core. Recent calculations 
indicate that such a core could develop under extreme condi­
tions of pressure and density. With regard to the solutions 
discussed here, it is not necessary to introduce an outer enve­
lope as was done by Misner and Zapolsky, as the present 
interiors have a pressure boundary at finite radius. The 
a = 1 solution was found stable, suggesting a maximum 
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mass of 2.2 M0 for a 10 km star. 
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This paper is devoted to a study of the constitutive equations of relativistic electromagnetic media, 
when submitted to transitory processes, following the causal thermodynamics of Muller-Israel. 
The formalism of differential geometry is used to describe the kinematical and dynamical 
evolution of the medium and the thermodynamical description is given in terms of local 
functional relations. According to the hypothesis of Muller-Israel, the second-order terms in the 
deviation from thermodynamical equilibrium are taken into account in the expression of the 
entropy current. The relaxation terms which then appear in the transport equations restore the 
causality. Several cases corresponding to various kinds of media are investigated. 

I. INTRODUCTION 
In the standard treatment of the transport phenomena 

in continuous media, the heat conduction and the viscosity 
are described by the laws of Fourier and Navier-Stokes or by 
their relativistic version proposed by Eckart. 1 It is well 
known that these laws suffer from the drawback of giving a 
noncausal description of the propagation phenomena. Such 
a result, which appears to be an offense to intuition in classi­
cal mechanics, becomes a real paradox in relativistic theory. 
Another unattractive feature arises when these laws are used 
to investigate the stability properties. As shown by Lind­
blom and Hiscock,2 they allow the existence of generic short­
wavelength secular instabilities when applied to rotating 
stellar models in general relativity. 

The usual way to evade such difficulties is to introduce 
relaxation terms in the transport equations, however, until 
the 1960's the presence of these terms remained purely ad 
hoc and was only justified by means of heuristic arguments. 
In the last 20 years, attempts to give a proper explanation to 
the existence of the relaxation terms have been proposed 
both in classical and relativistic theory of continuous media. 
Among the approaches to solve this problem in a relativistic 
theory, three could be mentioned: the one ofMaugin,3 which 
follows the axiomatic formulation of hereditary processes in 
continuous media; the one of Bampi and Morro,4 which uses 
the method of hidden variables; and the one of Carter, 5 

which gives prominence to the canonical four-momentum 
associated with the entropy flux. 

Another explanation was proposed by Muller6 in classi­
cal mechanics and later rediscovered by Israel7 in relativity. 
These authors showed that the existence of the relaxation 
terms is the consequence of the following hypothesis: besides 
the usual equilibrium parameters, the entropy also depends 
on the dissipative effects (heat flux and viscosity in a neutral 
fluid). They also pointed out that this hypothesis is particu­
larly relevant in fast varying phenomena such as the tran­
sient phenomena accompanying shock waves. Their analysis 
makes clear that the usual theory of the irreversible quasista­
tionary processes is not the appropriate framework for 
studying either the propagation phenomena or the stability 
problems as recently claimed by Hiscock and Lindblom.8 

Israel and Stewart9 showed that this hypothesis is in agree-

ment with the study of the fluid properties by means of the 
relativistic kinetic theory. Stewart lO found a maximum value 
for the wave front of thermal disturbances which is equal to 
(3/5)1/2 c and is then in accordance with the causality princi­
ple. Lebon, Jou, and Casas-Vazquezll proposed a general­
ization to the thermodynamics of Muller-Israel by assuming 
that the dissipative quantities are also included in the set of 
variables defining the internal energy. This assumption im­
plies an extension of the Gibbs equation which finally leads 
to transport equations similar to the ones of Muller-Israel. 

The purpose of this paper is to apply the thermodynam­
ics of Muller-Israel to the relativistic electromagnetic con­
tinuous media. We also give a description of this theory with­
in the framework of the axiomatic approach of the 
constitutive laws of continuous media as initiated by Trues­
del and Noll. 12 We shall often refer to a series of papers by 
Maugin,13 which presents a full description of the relativistic 
electromagnetic continuous media though it is limited to the 
irreversible quasistationary processes. 

The electromagnetic media are of great importance in 
astrophysics and it is then particularly worthwhile to have at 
our disposal a coherent description in general relativity of 
their thermodynamical properties. Applications may, for in­
stance, be found in pulsars, magnetospheres, black-hole ac­
cretion rings, and in the early stages of the cosmological 
evolution. Furthermore, the fact that fast varying phenom­
ena may effectively occur in the above examples renders this 
study more urgent and necessary. 

This paper is organized as follows. We first give a gen­
eral description of the kinematical (Sec. II) and dynamical 
(See. III) evolutions of the medium by using the formalism of 
differential geometry. A nondetailed overview of the well­
known properties of the reversible and irreversible quasista­
tionary processes in electromagnetic media is given in Sec. 
IV in order to make easier the description of the transient 
thermodynamics which is performed in Sec. V. Our formal­
ism is general enough to include electromagnetic solids as 
well as electromagnetic fluids, while a recent work of Israel 
and Stewart l4 only dealt with electromagnetic fluids. Final­
ly, several cases corresponding to various kinds of media are 
investigated. 

We have used, as much as possible, intrinsic tensorial 
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notations. In order to avoid any ambiguity we make precise 
the following conventions. 

The (anti) symmetrized tensorial product is symbolized 
by ® (®) and the contracted tensorial product by the dot •. 
In the same way, t (1 ) represents the (anti) symmetrical part of 
the two-tensor t. 

Here, V v stands for the covariant derivative in the direc­
tion of the vector V. The covariant derivative with respect to 
the flow vector U will be noted' = V u' 

The divergence operator of any tensor always applies to 
its last index, forinstance, (div A laP = AaPY;y, where; is the 
usual covariant derivative symbol. 

II. KINEMATICS OF CONTINUOUS MEDIA 

Let (M,g) be the space-time manifold of general relativi­
ty equipped with the hyperbolic Riemannian metric tensor g. 
The local coordinates of the generic point pare x a (a = 0, 1, 
2, 3) and we shall use for g the signature ( + ---). Any descrip­
tion of matter in terms of a continuous medium is based on 
the use of a three-dimensional differential manifold JI 
whose generic point P symbolizes a material point of the 
medium. The local coordinates on JI will be called 
X K (K = 1,2,3). 

The motion of the medium corresponds with the exis­
tence ofa one-parameter, sEIeR, family of regular embed­
dings rPs of JI in the space-time manifold such that (1) the 
image rPs (JI) is a three-dimensional spacelike hypersurface, 
V s, and (2) the point p = rPs (P) describes as s varies, X being 
fixed, the timelike curve C{i x in M which is the world line of 
the material point P. It is of practical use to identify s with 
the proper time so that the tangent vector to the curve ~ x' 
U = azl as, is the normalized flow vector which is associated 
with the motion. If 1 is the projection of the tangent space to 
M at Ponto the subspace of tangent vectors orthogonal to U, 
the composite mapping fl>s = lorP; is, for any s, an isomor­
phism of the tangent vectors at PeJ( onto the tangent vec­
tors orthogonal to the flow at p = rPs (P). 

For anyone-form fJ atp = rPs (P), its reciprocal image at 
P under the regular embedding rPs is 9 = rP":fJ. For instance, 
the reciprocal image of the metric tensor g of M defines a 
metric tensor Gs = r/J":g on JI whose variation with respect 
to the evolution parameter s gives the strain tensor 
e = (Gs - Gs' )/2 at PeJ(. 

An isomorphism between the one-forms at P and the 
one-forms orthogonal to U at p = rPs (P) can also be obtained 
by using the canonical differentiable projection ¢ such that 
any world line C{i x is mapped onto the material point 
P(¢0rPs = Id..-R" Vs). It can be easily verified that the pull­
back by ¢ of anyone-form at P is a one-form orthogonal to U 
at PE~ x' When applied to the strain tensor e on JI it gives 
the symmetrical orthogonal to the flow tensor e = ¢*e, 
which is the strain tensor at peM. 

It can be noticed that the mappings fl>s and ¢* are not 
the dual of each other, even though they, respectively, map 
vectors and one-forms at P. Their action on any mixed tensor 
tat PeJ( gives the tensor t at peM which is orthogonal to the 
flow. We shall use the following notation: 

fl>s :t(X~t (x) = fl>s t(X), (1) 
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where the boldface notation will hereafter design any tensor 
field on JI which is associated with an orthogonal to the 
flow tensor field on M by means of the above mappings. 

The variation of a tensor field under the group of trans­
formations generated by the flow vector U is given by its Lie 
derivative .!L' u with respect to U. It is, however, well known 
that this derivative does not preserve the orthogonality to U 
of the tensor to which it applies. It is then convenient to use 
the convective derivative, noted [l, which is defined from 
the Lie derivative is .!L' u in the same way as the Fermi deri­
vative with respect to U is built from the covariant derivative 
V u' The components of the convective derivative of an arbi­
trary mixed two-tensor t are 

[t ].ap = (.!L' ut)ap + f pUA. if A. UA Up. (2) 

If t is orthogonal to U the last term of the rhs vanishes and it 
can be verified that [t ]' is also orthogonal to U. 

For any tensor t satisfying (1) it can be shown that 

[t r = fl>s( :). 

The convective derivative of t is thus the image under fl>s of 
the partial derivative with respect to the evolution parameter 
of the material tensor t. This corresponds to the objectivity 
property and it is the reason why the convective derivative 
has to be used whenever the principle of objectivity or rheo­
logical invariance is required. 3

•
is The strain rate tensor d, 

which is an objective quantity, is such that 

2d = fg]'. 

Its trace, tr d, describes the expansion rate and its trace-free 
part 

u = d - (yI3)(tr d), (3) 

gives the shear rate tensor, where y is the projection tensor 
on the subspace orthogonal to U 

(4) 

III. DYNAMICS OF CONTINUOUS MEDIA 

The balance law of any quantity A, represented by an r 
tensor on M, has the general form 

divA =A, 

whereA is the (r - 1) tensor describing the production of A. 
For instance, if Nand T are, respectively, the pure mass 
current and the energy-momentum tensor, ifthere is no mass 
creation or annihilation, and if one calls! the external force 
density, then 

div N = 0, div T = f (5) 

In the same way, the angular momentum tensor Wl, which 
can be decomposed as 

Wl =x® T+tp, 

tp being the spin tensor, admits the following balance law 

div Wl =L +x®J, 
whereL represents the external torque's density and x ®! the 
moment of the external forces. Thanks to the balance equa­
tion of T one gets 

divtp- T=L, (6) 
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showing that in spinless media (ip = 0) the antisymmetrical 
part of the energy-momentum tensor is given by the external 
torque's density L. 

The dynamical quantities are more easily interpreted 
when using their decomposition in spatial and temporal 
components with respect to the flow vector U. In the Eckart 
decomposition, Nand T take the following form: 

N=pU, T=p(l+€o)U®U+U®q+q®U+t, (7) 

where p is the pure mass density and €o the internal energy 
density per unit mass. The spatial vectors q, q and the spatial 
tensor t will be related to the heat flux, the stresses, and 
eventually to electromagnetic effects. 

As it is well known, there exist many possible expres­
sions for the energy-momentum tensor of an electromagnet­
ic medium. This corresponds to the various ways of splitting 
the total energy-momentum tensor, which appears in the 
Einstein equations, into matter and field parts. Instead of 
choosing one particular decomposition, we shall use here the 
expressions of the electromagnetic forces f and torques L 
densities which de Groot and SuttOrp1l6 directly derived 
from a microscopical approach 

fa = FaP Jp + !1T1-'v VaFI-'V + pVu 

x( CJY(FafJ1Tpy - ~Fp~ - va Uit P''-1-'1TI-'vU'' ). 

(8) 
LafJ =FI-'[a~lf.L + u[a(FPlit1TitY - ~litFity)CJY. 

Here J is the electric current density, F the electromagnetic 
field tensor, and 11' the electromagnetic polarization tensor. 
These tensors admit the following decomposition with re­
spect to U: 

pzP = 2u[aEPI + TJafJl-'vBI-' Uv, 

1TafJ = 2u[apPI - TJafJl-'vMI-' Uv, 

J=Pe U +j, 
wherepe is the free charge density and where the (co) vectors 
E, B, P, M, andj represent, respectively, the electric field and 
magnetic induction, the electric and magnetic polarizations 
and the electric conduction current density V = 0 in a perfect 
insulator). The four-tensor TJ is the usual antisymmetrical 
volume element tensor. The balance laws (5) and (6) are sup­
plemented with Maxwell's equation which relate the electro­
magnetic tensors F and 11' to the current J. 

When replaced in (5) and (6) the above expressions off 
and L give the following equation of balance of energy for a 
spinless medium: 

pE = (t - .5'"}d - div q + q.t; + Eoj 

+P.[E]" +M·[Br. (9) 
where the two-tensor .'T is given by 

.'T =E®P+B®M, 
and where the internal energy density per unit mass 

€ = €o + (E·P)/p, 

(10) 

contains the electric polarization energy per unit mass .. 
In some media it is more convenient to use the internal 

energy density 

E = €o - (B·M)/p = € - (1T"F)/2p, 
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which contains the magnetic polarization energy per unit 
mass. The balance law of € is then 

pi- = (t - .'Tj·d - div q + q.t; + E 

oj+pE.[P]' +pB.[Mf, (11) 

where P = P /p (M = M /p) is the electric (magnetic) polar-
ization per unit mass. _ 

It must be noticed that the quantities E and B (P, M, P, 
and M) which appear in Eqs. (9) and (11) are vectors (covec­
tors). The opposite convention would have given a different 
result because the action of raising or lowering the indices 
does not commute with the convective derivative. This con­
vention will be used in the remaining part of this work. 

IV. REVERSIBLE AND QUASISTATIONARY 
IRREVERSIBLE PROCESSES 

The study of the motion of a charged continuous medi­
um cannot be reduced to a problem of mechanics and elec­
tromagnetism. Every strain and every polarization are ac­
companied by thermal effects whose description requires 
new variables and new equations. Furthermore, among all 
the mechanically admissible processes only a limited num­
ber of them are allowed. This selection rule is a consequence 
of the entropy principle which states that the internal en­
tropy production has to be null (positive) for any (ir)revers­
ible process 

disS;>O, 

where S is the entropy current. The entropy inequality may 
also be written 

pi] + div s;>O, 

if one uses the Eckart decomposition of S 

S=PTJU +s, 

(12) 

(13) 

TJ being the entropy density per unit mass and s the entropy 
flux vector. 

Actually, only equilibrium states and quasistatic or re­
versible processes are well defined. They correspond to the 
existence of a set of thermodynamical variables which fully 
determine the internal energy. For a charged medium, these 
variables are the entropy density TJ, a set of mechanical varia­
bles Y m' and a set of electromagnetic variables Yem which 
characterize the mechanical and electromagnetic properties 
of the medium. The coordinates X K of the material point 
also have to be taken into account if the medium is not homo­
geneous. The internal energy per unit mass € is thus given by 
the functional relation 

(14) 

In some media it proves more convenient to start with the 
free energy density t,b = € - 0TJ. where 0= adaTJ is thetem­
perature. The functional relation which gives t,b is then 

t,b=Y(O, Ym , Yem , X). (15) 

The choice of the variables Y m and Yem and the form of the 
functionals ~ and Y determine the nature of the medium. 
This choice is, however, restricted by the principle of rheolo­
gical invariance or objectivity which requires that the consti­
tutive equations have to be independent of the observer. 

The problem of the existence ofEq. (14) or Eq. (15) for 
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any irreversible process, satisfying the entropy principle, has 
been widely debated and has not yet received a definite an­
swer. For an irreversible quasistationary process, use is 
made of the axiom of the local equilibrium state which pos­
tulates that the functional relations (14) or (15) are valid at 
each point of the medium and at each time of its evolution. 

Another important question arises when one wants to 
link the thermodynamical and mechanical properties of the 
medium and notably when one is looking for the relations 
between the entropy and the terms which appear in the ba­
lance equation of energy (9) or (11). For any reversible or 
irreversible quasistationary process it is assumed that the 
entropy density 7] is independent of the dissipative effects 
and that the entropy flux s is simply given by 

s = q/(J, (16) 

where q represents the heat flux in a spinless medium (see 
Maugin3 for media with spin). 

The entropy inequality, satisfied by any reversible or 
irreversible quasistationary process, is then 

pi! + div (q/(J »0. 
The term pi! can be deduced from the balance equation of 
energy (9) or (11) and from the functional relations (14) or 
(15). The new inequality which one obtains is then used to 
determine the constitutive equations of the medium. We 
shall now briefly describe the well-known cases correspond­
ing to the electromagnetic fluids or solids in order to make 
precise the notatio'ns which will be used in the next section. 
This will also make easier the comparison between the irre­
versible quasistationary processes and the transient ones. 

The electromagnetic variables which we previously 
symbolized by Yem will be chosen among the electromagnet­
ic field vectors E, B and the electromagnetic polarization per 
unit mass covectors P, M. The first ones (E, B ) will here be 
used in the case offtuids and the second ones (P,M ) for solids, 
however, other choices may equally be performed (see Mau­
gin). 17 Furthermore, as the axiom of objectivity requires the 
Lorentz invariance of the functional relations (14) and (15), 
only some special arrangements of these variables will ap­
pear. This will be made precise when dealing with fluids and 
solids. 

The set of thermodynamical variables defining the in­
ternal energy density of a charged fluid is composed of the 
entropy density 7], the volume per unit mass p - I, and the 
Lorentz invariants E2, B 2, (E.B )2. Let us now set 

aE aE aE 
to=--y= -py, Yo=E®p-+B®p-

~-I aE aB' 

t' =7-to-(Y -Yo), P'=P-p~, 
aE 

M'=M-p~ 
aB' (17) 

where p is the pressure, y the projection tensor (4), Y is given 
by (10), and where ~ is the symmetrization symbol. The two­
tensor t ' is thus symmetrical. The entropy inequality for an 
electromagnetic spinless fluid then gives 
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!t '.[g]' + P'·[E]· + M'·[B]· - q.((J */(J) + E'.i>O, 
(18) 
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where (J * is the relativistic temperature gradient 

(J * = r(V(J - (JU). (19) 

In the case of an electromagnetic elastic medium it is 
preferable to use the free energy density", because, one has to 
refer to a natural unstrained and unpolarized state for which 
'" is minimum. Furthermore, the axiom of rheological invar­
iance is satisfied by expressing all the quantities on the three­
manifold.-//, defining the medium, by means of the mapping 
(/>s' see (1) of Sec. II. The thermodynamical variables which 
define '" are the temperature (J, the metric tensor on .-//, 
Gs = (/> :g, and the electromagnetic polarization covectors 
on.-//, P = (/> : P and 1\1 = (/> : M. With similar notations to 
the ones used for fluids and by using the mapping (/>s' we 
define the following tensors on .-// : 

10=2p a", , !To = _ a":. ®p_ a":. ®M aGs ap aM' 

i' = t - to - (Y - !To), E' = E + ~, 
aP 

B'=B+ a":.. 
aM 

(20) 

The entropy inequality for an electromagnetic spinless 
solid is then 

I -t' aGs E' ap B' aM q·a* . 
l '---p '--p ·--+-+E·J>O. as as as (J 

(21) 

The inequalities (18) and (21) have to be satisfied by any 
reversible ( = 0) or irreversible quasistationary ( > 0) process. 
Let us briefly resume some of their main consequences for 
which a detailed description may be found in the review arti­
cle by Maugin.13 

First, they imply the existence of linear relations 
between the electromagentic polarization and electromag­
netic field, because they require that P' = M' = 0 or 
E' = B' = O. At equilibrium, fluids behave like perfect fluids 
t = - py, elastic media like hyperelastic ones, and there is 
neither heat nor electric conduction, q = j = O. 

Finally, if one considers an irreversible quasistationary 
process occuring in a homogeneous and isotropic fluid, the 
constitutive relations for q,j, and t have the following form: 

q = K·(J * + Sq·E, j = qoE + Sj·(J *, 

t = - py + t(trd)y + 2J.L0'. 
(22) 

For an homogeneous and isotropic thermoelastic charged 
medium, submitted to infinitesimal strains and thermal per­
turbations from equilibrium, the first two equations giving q 
andj keep the same from while the stress-strain relation is 

t = te (tr e)y + 2J.Le e + K ((J - (Jo), (23) 

where (Jo is the equilibrium temperature. 
The coefficients K, 0', Sq, Sj' p, teo J.L, J.Leo and K are 

scalar value functions of the thermodynamic variables. They 
describe respectively, Fourier's law, Ohm's law, the Peltier 
and Thomson effects, the pressure, the bulk viscosity, the 
shear viscosity, the elasticity, and thermoe1asticity coeffi­
cients. 

V. TRANSIENT PHENOMENA 

Unlike the irreversible quasistationary processes which 
we studied in the preceding section, the transient processes 
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are fast varying phenomena. The physical quantities which 
characterize them have very short length and time scales of 
variation and their space-time derivatives will therefore take 
large values. We shall here only consider the transient pro­
cesses which correspond to small departures from an equi­
librium state. Then, even though the associated perturbative 
terms are infinitesimal, their space-time derivatives are not 
and they cannot be neglected. 

These considerations, which were pointed out by 
Miiller6 and Israel,7 have to be taken into account in the 
expression of the entropy currentS (see Ref. 18). If1]' ands', 
respectively, indicate the perturbations in the entropy per 
unit mass and in the entropy flux, the entropy current is 

S = p(1] + 1]')U + q/() + s', 

and the entropy principle gives the following inequality: 

pi] + div(q/()) + pi]' + div s' > 0, (24) 

where the derivatives i]' and div s' now cannot be neglected. 
The first two terms of this inequality correspond to the 

unperturbed state. They are given by the Ihs of the inequal­
ities (18) or (21), according to the nature of the medium, fluid 
or solid. It has been shown that these terms are of first order 
in the following dissipative quantities, which all vanish at 
equilibrium:q,j,t' or1 ',P' or E ',andM' or B'. Then, the last 
two terms of (24), which contain space-time derivatives of 
the perturbative terms 1]' and s', will also be of the first order 
provided that 1]' and s' are of the second order in the above 
dissipative quantities. 

For a fluid, one then sets the expressions 

1]' = !alq2 + !a2P + !a3t,2 + !a4p,2 + !asM '2, 
(25) 

s' = blq·t' + b,j·t' + b3P '·t' + b4M '·t', 

and for an elastic solid one uses tensors on the three-mani­
fold J/ to write similar expressions 

1]' = !A lq2 + !A~2 + !A3t,2 + !A4E'2 + !AsB'2, 
(26) 

s' = Blq·t' + B~·t' + B3E'·t' + B4B'·t'. 

The particular form of 1]' in (25) and (26) comes from the fact 
that the entropy density has to be maximum at equilibrium. 
As all the dissipative quantities are spacelike this condition is 
realized provided that the ai's andAi 's are positive. 19 All the 
coefficients ai' bi> Ai, Bi are scalar value functions of the set 
of thermodynamical variables which define E or t/J, and their 
space-time derivatives are negligible before the ones of the 
dissipative quantities. 

Let us first consider the case of an electromagnetic flu­
id. By using (18) and (25) in (24), the entropy inequality may 
be written 

t'·Xt , +P"Xp' +M',XM , +q·Xq +jo~>O, 
where the two-tensor has been defined as 

X" =d +pa3t' + blVq + b2Vj + b3VP' + b4VM', 
and the vectors as 
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Xp' = [E]" + pai" + b3 div t', 

XM ' = [B]"+paiJ'+b4divt', 

Xq = - ()*/() +palq + bl div t', 

~ = E + pa.) + b2 div t '. 
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(27) 

(28) 

It is convenient to define the 12-components vectors 
x = (Xp"XM " Xq,~) and ~ = (P', M', q,;1 as also their 
scalar product 

~,x=p'.Xp' +M'·XM , +q·Xq +jo~. 

The vectors x and ~ generalize the thermodynamical forces 
and fluxes of the Onsager relations. The entropy inequality 
then takes the simple form 

t '·X, , + ~'x > 0, 

and it will be satisfied provided that there exist two positive 
quadratic forms d and f!lj acting, respectively, on the space­
time two-tensors and on the 12-components vectors, and 
such that 

(29) 

Here we have used the same notation to represent the opera­
tors associated with the quadratic forms d and f!lj. 

Equations (29) represent the transport or constitutive 
equations for an electromagnetic fluid when submitted to a 
transient phenomena. The first of these equations describe 
the stresses and the second ones the vectorlike dissipative 
effects (heat flux, electric conduction, polarization). From 
the definitions of X t ' and !ll" it appears that the transport 
equations will contain the time derivatives of the dissipative 
terms. This will precisely correspond to the relaxation terms 
thanks to which the propagation equations will become hy­
perbolic. It can be seen that the presence of these terms fol­
lows directly from the hypotheses concerning the introduc­
tion of the perturbative terms 1]' and s' in the entropy cur­
rent. 

Equations (27)-(29) also make clear the existence of 
couplings between the dissipative effects. The transport 
equations (29) constitute a set of coupled partial differential 
equations which presents a great complexity. Happily, in 
most applications, all the dissipative effects do not have the 
same importance and some of them may be neglected. Let us 
now consider some particular cases. In a dielectric fluid, 
there is no electric conduction and the magnetic effects may 
be neglected. The transport equations are then 

t' + dl·t' = d 2·d + d 3·q + d 4·VP', 

P + XI'P = X2·E + X3'() * + X4'q + X3·E, 

q +%I'q = %2'() * + %3·E + %4'P+ %s·E, 

where the d i 's are four-tensors and where the Xi's and %i 's 
are two-tensors. 

In the usual scheme of perfect magnetohydrodynamics 
the electric conduction is infinite, E = 0, and the electric 
current j does not play any role. Because of the coupling 
between the different transport phenomena the influence ofj 
now cannot be neglected even though the electric field and 
polarization are still negligible. We then have 

t' + dl·t' = d 2·d + d 3·Vq + d 4·Vj + ds·VM', 

M + XI·M = X2'B + X3'() * + X4'q + Xs~ + X6·B, 
q + %I'q = %2'() * +%3~ + %4·B 

+ %s'M + %6·B, 
j + A I~ = A2'() * + A3·B + A4·M + As·B. 

One may also easily verify that one recovers the equa-
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tions ofIsrael and Stewart,9 for a noncharged fluid, 

t' + dl·t' = d 2·d + d 3,Vq, q + %I'q = %2'0*, 

with t ' = t + pr, p being the pressure. 
The determination of the transport equations for an 

elastic solid is achieved in a similar way, except that (1) we 
must use tensors on J/ in order to obey the axiom of rheolo­
gical invariance, and (2) the electromagnetic variables are P 
and M instead of E and B. The transport equations are ob­
tained from (21) and (26). They are analogous to the Eqs. 
(27H29) with the following substitutions: ai-A;. bi-B;. 
t '_t',P'_E',M'_B', and'--'rl1 las. These equations repre­
sent the transport equations on the three-manifold J/. Their 
image under the mapping CPs gives their space-time counter­
parts. By the way, the partial derivative a las becomes the 
convective derivative [r. as noticed in Sec. II. This is in 
agreement with the axiom of rheological invariance. Let us 
now consider the following examples which, as the perturba­
tion is infinitesimal, may be treated in the linear approxima­
tion. 

In the case of a neutral rigid body there remains the 
single equation of heat conduction 

q + %I·[q]" = %2.0 *, 

which has been already proposed by Maugin3 and the au­
thor.20 If the medium also possesses elastic properties then 
one has 

t + dl·[t r = 'G"e + d82·d 

+ d 3·Vq + al(O - ( 0 ) + a 20, 

q + %I·[q]" = %2,0* + %3 div t, 

where e is the strain tensor. 
In magnetoelasticity, the electric polarization may be 

neglected and, if there is neither heat nor electric conduc­
tion, the transport equations are 

t + dl·[t]" = 'G"e + d 2'd + d 4,VM', 

M + XI'[M]" = X2·B + X3'[B]" + X4'div (t - ~·e). 
Similar transport equations may be obtained for a piezoelec­
tric body (centrosymmetric anisotropic solids), by making 
the substitutions M_P and B_E. Finally if one considers a 
nonconducting (j = q = 0) rigid body the only transport 
equations will concern the electromagnetic actions 
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P+ XI'[P r + X2'[M r = X3'E + X4·B 

+XdEr+xdBL 

M + XI'[P]' + X2'[M]' = X3,E + X4,B 

+XdEr+xdBr. 
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All the tensor coefficients Ai ,Xi , ... , which appear in the fore­
going transport equations, depend on the set of thermodyna­
mical variables which characterize the reversible process 
tangent to the transient phenomenon under consideration. 
The values of their components cannot be deduced from the 
phenomenological approach that is followed in this paper, 
and they will have to be given by experiments. Finally, the 
propagation velocities will be determined by studying the 
characteristic surfaces of the set of the 18 first-order partial 
differential equations (29), supplemented by the five balance 
equations 

div N = 0, div T=f, 

and also by the Maxwell equations. 
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The use of the simplicial methods of the Regge calculus to construct a minisuperspace for 
quantum gravity and approximately evaluate the wave function of the state of minimum 
excitation is discussed. 

I •. INTRODUCTION 

In the search for a conceptually clear and computation­
ally manageable quantum theory of gravity, the sum-over­
histories formulation of quantum mechanics has proved to 
be a powerful tool. For the investigation of conceptual is­
sues, this formulation provides a direct route from classical 
action to quantum transition amplitude, and in a way which 
is easily accessible to formal manipulation. 1 Furthermore, 
the basic elements of the theory are often most clearly for­
mulated in terms of the functional integrals which imple­
ment the sum-over-histories formulation. For example, a 
natural prescription for the wave function describing a 
closed cosmology in its state of minimum excitation is to 
take2-4 

'Po [three-geometry] = L exp( - I [g ]Iii). 
fourwgeometries,l 

(1.1) 

Here I is the Euclidean gravitational action including cos­
mological constant and the sum is over all compact Euclid­
ean four-geometries which have the three-geometry as a 
boundary. It has been conjectured that this is the wave func­
tion of our universe. 3.5.6 

To investigate the consequences of a proposal like (1.1) 
or other consequences of a theory formulated in terms of 
integrals over four-geometries, one needs to evaluate these 
sums approximately. One can construct approximations to 
the sum by singling out a family of geometries described by 
only a few parameters or functions and carrying out the sum 
only over the geometries in this family. As the family of 
geometries is made larger and larger, one can hope to get a 
better and better approximation to the functional integral. 

A restriction on the four-geometries which are included 
in the sum (1.1) will imply a restriction on the three-geome­
tries which can occur as arguments of the resulting wave 
function. This is because the three-geometries must be em­
beddable in the four-geometries. The restriction thus re­
duces the configuration space on which the wave function is 
defined from the superspace of all three-geometries to a 
smaller space of three-geometries-a minisuperspace.7 For 
this reason we call such approximations to the functional 
integral "minisuperspace approximations." 

One way of constructing a minisuperspace approxima­
tion is to restrict the family of four-geometries to be only 
those with some symmetry. For example, one might restrict 
the four-geometries in (1.1) to have four-sphere topology and 
three-sphere symmetry and the three-geometries to be three­
spheres of radius ao• A single function of a single variable­
radius as a function of polar angle-then describes these 

four-geometries. The sum over geometries reduces to a func­
tional integral over this function. The wave function, which 
generally is afunctional of the six components of the three­
metric, reduces to afunction of a single variable ao. The mini­
superspace is just half the real line. 

Minisuperspace models based on symmetry have been 
used to explore quantum cosmology in the canonical theory 
of quantum gravity. 7.8 Minisuperspace approximations 
based on symmetry have been applied to the computation of 
the ground state wave function (1.1) in the functional inte­
gral formulation.2

•
3

•
5

•
6 Minisuperspace approximations 

based on symmetries are simple to implement and generally 
easy to interpret. They do not, however, offer the possibility 
of systematic improvement because a general four-geometry 
is not well approximated by a symmetric one. It is therefore 
of interest to consider minisuperspace approximations 
which are not based on symmetries. The Regge calculus9 

provides an avenue to such approximations. 
A general two-surface may be approximated by a sur­

face made up of a net of flat triangles. The net of triangles is 
itself a two-geometry whose curvature is concentrated at the 
vertices where the triangles meet. The geometry of the sur­
face is specified by the edge lengths of the triangles. Analo­
gously, a general four-geometry may be approximated by a 
net of flat four-simplices. This net is a four-geometry speci­
fied by the edge lengths of the simplices. Its curvature is 
concentrated on the triangles in which these four-simplices 
intersect. Any geometrical quantity such as the curvature or 
the action can be expressed in terms of the edge lengths of the 
net. The conditions for the action of general relativity to be 
an extremum, with respect to variations of the edge lengths, 
give the simplicial analogs of Einstein's equations. 

The simplicial methods adumbrated above were intro­
duced into general relativity in a seminal paper by Regge.9 

These methods are usually called the "Regge calculus." 
They have been used in a number of interesting investiga­
tions in the classical theory of gravity. (See, for example, 
Refs. 10-19.) As Regge calculus is the natural lattice version 
of general relativity, it has also been extensively applied to 
the investigation of quantum theories of gravity (see, in parti­
cular, Refs. 20-26). 

Simplicial approximation is a natural starting point for 
constructing a minisuperspace approximation to the func­
tional integrals of quantum gravity. In this approximation 
one obtains the family of geometries integrated over in two 
steps. First fix a simplicial net, that is, specify the vertices of 
the net and the combinations of them that make up the one­
simplices (edges), two-simplices (triangles), three-simplices 
(tetrahedra), and four-simplices. Second, assign lengths to 
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the edges and allow these lengths to range over values consis­
tent with their making up the flat simplices of the net. There 
results a family of four-geometries parametrized by the n I 
edge lengths of the net. Suppose that m I of these edges lie in 
the boundary of the net. These edges define a simplicial 
three-geometry. The minisuperspace is that portion of lRm

, 

swept out as the m I squared edge lengths of the boundary 
range over values for which the simplicial inequalities for 
triangles and tetrahedra are satisfied. The functional integral 
(1.1) is approximated by an (nl - mtl-dimensional multiple 
integral over the interior edge lengths. Schematically it has 
the form 

. ( [ - I(Sj)] 
qto(Sol E a.Itl = J/.II exp Ii . (1.2) 

Here, a.I I denotes the edge lengths of the boundary, I is the 
Regge action, and d.I I denotes an integration over the interi­
or edge lengths on a contour C. 

Simplicial minisuperspace approximations have a num­
ber of significant advantages over those constructed from 
symmetry. 

(1) To represent the sum over the four-metrics on a giv­
en manifold there is a different simplicial minisuperspace 
approximation for each triangulation of the manifold. This is 
a much larger class than can be generated by symmetry. In 
particular, as the number of vertices no is increased one ex­
pects an arbitrary four-geometry to become closely approxi­
mated by some simplicial geometry. Thus the simplicial 
minisuperspace approximations in principle permit an in­
vestigation of the continuum limit. 

(2) The simplicial minisuperspace approximation leads 
directly to a numerical evaluation of the functional integral 
as a multiple integral. Approximations based on symmetry, 
by contrast, generally require a further discretization for ex­
plicit evaluation. 

(3) The simplicial minisuperspace approximation al­
lows a simple and direct discussion of the role topology may 
play in quantum gravity. Topological information is con­
tained in an elementary way in the simplicial net. The simpli­
cial approximation allows one to investigate different topo­
logies efficiently with simple geometries by investigating 
different simplicial nets with small numbers of edge lengths. 
In general, the simplicial minisuperspace approximation 
permits the investigation of global questions with crude geo­
metries. Moreover, it does this in a way which is accessible to 
systematic improvement of the approximation. At a time in 
the development of quantum gravity when qualitative re­
sults are often more instructive than precise quantitative cal­
culations, this is an important advantage. 

In this paper we shall begin an investigation of the use of 
simplicial minisuperspace to approximately evaluate the 
state of minimum excitation in quantum gravity constructed 
according to the prescription (1.1). The methods we shall 
discuss are certainly applicable to computations of other 
quantities in the theory,27 but we shall focus on this one to 
obtain concreteness and because of its important role in the 
theory. 

In Sec. II we shall discuss the minisuperspace approxi­
mation in greater detail and in particular the form of the 
action, the issues involved in the choice of the measure, and 
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those issues connected with the choice of integration contour 
C. The implementation of the Regge calculus to evaluate the 
action in (1.2) requires a certain amount of algebraic technol­
ogy. We shall collect and describe the necessary technology 
in Sec. III. In Sec. IV we shall discuss the semiclassical ap­
proximation to the integral in (1.2) and in Sec. V we shall 
describe how the diffeomorphism group of general relativity 
should be recovered in the limit of larger and larger simpli­
cial nets. Section VI describes how sums over different topo­
logies might be implemented in the simplicial minisuper­
space approximation. 

II. THE FUNCTIONAL INTEGRAL FOR THE WAVE 
FUNCTION 

The Euclidean functional integral prescription for the 
wave function of a closed cosmology in its state of minimum 
excitation assigns an amplitude qto to each possible compact 
three-geometry. The general compact three-geometry con­
sists of disconnected compact connected three-manifolds 
aMI"'" aMn each without boundary, each perhaps with 
nontrivial topology, and three-metrics hI' h2,. .. ,hn on these 
pieces. The wave function qto is a functional of these metrics, 
given by2 

qto [ h l,aMI;h2,aM2;···;hn ,aMn ] 

= Iv(M) (8gexp( -I[g,M)). 
M Jc (2.1) 

The sum is over a class of compact four-manifolds, each with 
boundary aM consisting of the pieces aMI, ... ,aMn and each 
contributing with weight v(M). The functional integral is 
over physically distinct metrics on M which induce the me­
trics hl, ... ,hn on aMI'"'' aMn. I is the action for general rela­
tivity 

F/[g,M) = -2( d 3xh1l2K_ (d 4xg1l2(R_2A). 
JaM JM 

(2.2) 
Here and for the rest of the paper we use units where 
Ii = e = 1. Thus, 1= (16trG)112 is the Planck length. To 
complete the prescription, four further specifications are 
needed: the class of manifolds summed over, the weight v(M) 
to be given each one, the measure on the space of metrics, 
and the contour of integration in the space of metrics. 

If the transition amplitUdes of quantum gravity can be 
constructed as integrals over Euclidean four-geometries on 
different manifolds, then the weight given each manifold and 
the measure on the space of metrics must be consistent with 
the composition law for quantum amplitudes: (alb) 
= l:c (ale) (elb). For example, if one admits disconnected 

three-geometries, then one expects multiply connected four­
geometries will be required for consistency. The composi­
tion of an amplitude with two disconnected three-geometries 
in its final state together with an amplitUde with two discon­
nected three-geometries in its initial state would be repre­
sented by a sum over a multiply connected four-geometry. 
The measure must also be consistent with the composition 
laws. It may be that the class of manifolds, v, and the mea­
sure are determined by these restrictions and in the case of 
the measure there are calculations to this effect.28 The con­
tour C must be chosen so that the integral correctly repre-
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sents a complete sum over compact geometries and so that 
the integral is convergent. 

To begin a discussion of these specifications in a simpli­
cial approximation to (2.t), let us restrict attention until Sec. 
VI to the sum over metrics on a fixed manifold M with a 
single boundary. Suppressing the labels M and aM we write 

I/Io[h] = r5gexp( -I[g]). (2.3) 

The simplicial approximation to (2.3) as described in Sec. I is 

I/IO(Si,iei)~I) = Ld~1 exp[ - I(Si)]' (2.4) 

Here, we are considering a specific triangulation of M with 
vertices ~o, edges ~1' triangles ~2' tetrahedra ~3' and four­
simplices~4' The simplices of the boundary and the interior 
we denote by a~a and int~a' respectively. 

The action I is the Regge action9 modified by the 
boundary term required by the composition law for quan­
tum amplitudes and the classicallimif9 

1= - 2 ~,A (u)¢(u) - 2 OEi*z,A (u)O (u) 

+ 2A L V4(T), 
1'E.E. 

(2.5) 

where A (u) = V2(u) is the area of triangle u and V4(T) is the 
volume of the four-simplex T. The angle 0 (u) is the deficit 
angle for triangle u. It is given by 

o (u) = 21T - LO (U,T), (2.6) 
T 

where the sum is over all the four-simplices which contain u. 
o (U,T) is the dihedral angle between the two tetrahedra of T 
which have u as a common face. [For a two-dimensional 
picture see Fig. 1; for more details on how to compute 
A (u), V4(T), and 0 (U,T) see Sec. II!.] The angle ¢(u) necessary 
for calculating the boundary term is 

¢(u) = 1T - LO (U,T), (2.7) 
T 

where the sum is over all four-simplices which intersect the 
boundary triangle u. The surface term in (2.5) is just that 

FIG. 1. A two-dimensional simplicial geometry is a net of Hat triangles to­
gether with an assignment oflengths to their edges. The geometry includes 
both the interior points of the triangle as well as their edges. The distance 
between any two points can be determined in terms of the edge lengths. The 
curvature is concentrated at the vertices and is measured by the deficit an­
gIe. The deficit angle at a vertex u is the 217 minus the sum of the dihedral 
angles e (U,7) over all triangles 7 which have u as a vertex. 
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necessary to ensure that the conditions for the extremum of 
the action correspond to the Regge equations 

L O(u) aA (u) =A L aV4(T), (2.8) 
aein! z, aSi 1'E.E. aSi 

which are the simplicial analogs of Einstein's equation. 9 

There are as yet no completely satisfactory arguments 
for the measure and the contour needed to complete the spe­
cification of the integral (2.4). For the measure we shall as­
sume that the integration over edge lengths is restricted to 
values such that they define possible flat simplices. Thus the 
appropriate triangle, tetrahedral, and four-simplex inequal­
ities are satisfied. Necessary and sufficient conditions for this 
are that the squared volumes of all simplices be positive or 
zero when expressed in terms of the squared edge lengths. To 
go further we can only proceed by analogy with the contin­
uum case. There a number of possible measures have been 
put forward. DeWitt,30 for example, has argued that an ap­
propriate measure is 

II II dg/tv(x), (2.9) 
x /t<V 

Since the squares of edge lengths are linearly related to g/tv, 
the corresponding choice in the simplicial approximation is 
to take 

d~1 =P(Si) II dsj , 

where 

P= {
t, 
0, 

jeint~1 

with simplicial inequalities satisfied, 

otherwise. 

(2.10) 

(2.11) 

In particular, this means that the measure does not vanish on 
zero-volume simplices. 

The remaining specification in (2.4) is the contour C. At 
a minimum this must be chosen so that the integral (2.4) is 
convergent. For real edge lengths the action is no more posi­
tive in the simplicial approximation than it is in the contin­
uum theory. For example, the action for the closed four­
geometry of volume V4 , which is the surface of a five-simplex 
with all edges equal, is (see Ref. 26 or Paper II) 

1(V4) = - 107.9(V4//4)1/2 + 2A V ~F (2.12) 

For small V4 and at the extremizing volume, this is negative. 
In the continuum theory the action can always be made neg­
ative by an appropriate conformal deformation of the met­
riC.31 The same is true in the simplicial approximation.32 It 
seems likely that the action can be made arbitrarily negative 
by considering nets with near-zero four-volume but contain­
ing very-large-area triangles whose deficit angles are posi­
tive. If this is the case there is the presumption that the inte­
grals in (2.4) will diverge in some large edge-length 
directions. 

In the continuum theory of asymptotically flat space­
times the functional integral can be made convergent by de­
composing the integration over four-geometries into an inte­
gration over a conformal factor and one over conformal 
equivalence classes, and then rotating the conformal factor 
integration contour to complex values.28 The same proce­
dure applied in the linear theory of gravity does yield the 
correct ground state wave function33 and arises naturally 
from the parametrization of the Hamiltonian path integral 
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for that theory expressed in terms of the physical degrees of 
freedom. 34 One can exhibit analogous contours in the simpli­
cial approximation along which the integral is convergent. 
In the absence of a compelling argument for one or the other, 
we shall not pursue their discussion further. 

The information contained in the wave function 1//0 

might be determined by carrying out the multiple integral 
(2.4) for a sampling of the space of edge lengths. In practice, 
this will be too much data to deal with since the dimension of 
the space of edge lengths can be very large. Equivalently and 
more usefully the information in 1//0 can be summarized by 
computing interesting expectation values35 of 1//0 : 

( ) 
_ I d (a.II)I//O(Si)A (Si)I//O(Si) 

A - , 
I d(a.II)I//O(Si)I//O(Si) 

(2.13) 

where d(a.I l ) is the volume element on the boundary edge 
lengths analogous to (2.10). Certainly the information con­
tained in 1//0 can be extracted from (2.13) by letting A range 
over appropriate filters sensitive to particular regions of edge 
lengths. Indeed, one imagines that the interesting physical 
questions can always be phrased in terms of the expectation 
value of an appropriate A. Monte Carlo numerical calcula­
tions will generally be much more feasible for expectation 
values of slowly varying A 's than for the wave function itself. 
For these reasons we shall for the most part be concerned 
with calculating expectation values in what follows. 

Assuming that the choice of measures in d.I I and d (a.I I) 
is compatible, Eq. (2.4) may be inserted into (2.13) to give the 
following expression for (A ): 

( ) 
_ Ied.IIA (si)exp[ -I(si)] 

A - , 
Ie d.I1 exp[ - I(si)] 

(2.14) 

where the integral is now over the squared edge lengths of 
the compact, boundaryless, manifold formed by identifying 
M and a copy of itself at its boundary. At the risk of some 
confusion we shall also call this M in the following. The 
boundary term in the action may now be dropped so that 

/21= -(&fl-2Ar), (2.15) 

where &fl is the "curvature part" of the action 

&fl = 2 LA (u)O (u), (2.16) 
~2 

and r is the total four-volume 
r = L V4(u). (2.17) 

oel:. 

Here,.I I' .I2, etc., now refer to the whole compact manifold. 
If convenient, the contour C may be further distorted so that 
the Si on the joining boundary assume complex values. 

We have introduced the question of the convergence of 
the integral (2.4) at large edge lengths. A natural comple­
mentary question is its behavior at small edge lengths. In the 
form (2.13), when the contour runs along real edge lengths, a 
simple answer to this question can be given. The volume part 
of the action (2.5) is evidently well behaved at small edge 
lengths. The curvature part may be bounded as follows. In a 
flat four-simplex the dihedral angle 0 (u,r) always lies 
between 0 and 11'. From (2.6) it follows that the deficit angle 
o (u) is bounded by 

- 11'[k4(u) - 2] < 0 (u) < 211', (2.18) 
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where k4(u) is the number of four-simplices containing the 
triangle u. Thus for the curvature action we find 

-41T'd< -&fl<211'Kd, (2.19) 

where 

d= LA (u), (2.20) 
~2 

and 

K = max [k4(u) - 2]. (2.21) 
~2 

For any particular complex, K is a finite number (for exam­
ple, for the four-complex which is composed of the faces of a 
five-simplex, K = 1). The curvature action is thus bounded 
above and below by a multiple of d, and is well behaved as 
any of the edge lengths go to zero, or at zero-volume sim­
plices where the simplicial inequalities are saturated. This 
suggests, in particular, that, though one may recover short­
distance (ultraviolet) divergences in the continuum limit, 
they are not present in any finite simplicial approximation. 

III. PRACTICAL REGGE CALCULUS 

To implement a computation of a functional integral in 
the simplicial minisuperspace approximation as described in 
the preceding section, the action must be expressed in terms 
of the squared edge lengths of the simplicial net. In turn this 
means that one must be able to express areas, deficit angles, 
and four-volumes in terms of these squared edge lengths. 
Further, to evaluate the simplicial analog of the field equa­
tions one needs the derivative of areas and four-volumes, 
with respect to squared edge length. In this section we shall 
set out the formulas the author has found most useful for 
these calculations and briefly describe a method for deriving 
them. By and large both these formulas and the method of 
derivation have appeared elsewhere in the literature on the 
Regge calculus36 and one imagines that they could be 
tracked down in the older mathematical literature. We col­
lect them here with their derivation in order to have a com­
plete description of the tools with which to attack our prob­
lem. 

An n-simplex is specified by giving its n + 1 vertices 
(O,I, ... ,n) in flat space. Define the n vectors ei which start 
with the vertex 0 and proceed to the vertex i. The vectors 
el, ... ,en span the n-simplex. The volume n-form associated 
with the n-simplex may be defined as 

lUn =eI Ae2 A···Aen • (3.1) 

The formulas for volumes, areas, angles, etc., become simple 
to express and simple to derive when these n-forms are ma­
nipulated like vectors. To this end, we introduce a scalar 
product between two n-forms by the definition 

(3.2) 

Consider, for example, the squared volume of an n-sim­
plex, V;. The product lUn ·lUn must be proportional to V; 
because, up to sign, lUn is easily shown to be independent of 
the choice of the perf erred vertex 0 and there is no other 
symmetrical invariant with the correct dimension. Byevalu­
ating the constant of proportionality in any special case, one 
has 
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(3.3) 

A more direct derivation may be provided as follows: Con­
sider the n-simplex as made up of the (n-l I-simplex 
(O,I, ... ,n - 1) (the "base") and the vertex n. Evidently 

(3.4) 

Divide en into a part e! perpendicular to the base simplex 
and a part which lies in it. Insert this decomposition into (3.4) 
and this in turn in (3.2) to compute Wn ·Wn . One finds 

wn ,wn = (lIn2)(e! .e! )(wn _ 1 'Wn _ d, n> 1. (3.5) 

This formula can be used to prove inductively that 
V~ = Wn ·Wn , because for each n this says Vn = n -I (height) 
X (volume of base). 

To be computationally effective a formula like (3.3) 
must be expressed in terms of the squared edge lengths. This 
can be done by reexpressing the scalar product of two-vol­
ume n-forms Wn =el/l.···/l.en and w~ =ei /I.··./l.e~ in 
terms of the scalar products of the constituent vectors as 
follows: 

Wn ·w~ = [lI(nWJdet(e;.ej). (3.6) 
In particular, for the squared volume one has 

V~ = [1I(n!)2Jdet(e;.ej ), (3.7) 

where the n X n matrix of scalar products may be expressed 
in terms of the edge lengths S ij between vertices i and j by 

e;·ej = !(so; + SOj - sij)' (3.8) 

Equations (3.7) and (3.8) express the volumes of the sim­
plices of a net in terms of the squares of the edge lengths. 
Equations (3.7) and (3.8) do not show all the symmetries of 
the formula for V~ fully expanded in terms of the edge 
lengths. This is because their construction involved a pre­
ferred vertex O. Manifestly symmetric formulas can be con­
structed in terms of (n + 2) X (n + 2) bordered determinants 
(see e.g., Ref. 10) and these can be derived from Eq. (3.7) by a 
few simple determinantal manipulations. The evaluation of 
these symmetric formulas, however, involves more opera­
tions than does Eq. (3.7), which is therefore preferred for 
explicit computations. 

The deficit angles are the remaining quantities needed 
to express the action in terms of the squared edge lengths. 
From Eq. (2.6) the computation of the deficit angle at a given 
triangle reduces to the computation of the dihedral angles at 
that triangle of the four-simplices which intersect it. We 
therefore consider this in detail and in slightly greater gener­
ality. Suppose we have an (n + I)-simplex which contains 
two n-simplices intersecting in a common (n - 1 I-simplex 
(the "hinge"). The dihedral angle () of the (n + 1)-simplex at 
the hinge is the angle between the normal to the hinge which 
lies in the first n-simplex and the normal to the hinge which 
lies in the second. It is given by 

(3.9) 

where W n , w~ are the volume forms associated with the inter­
secting n-simplices and Vn , V ~ are the volumes of these sim­
plices (the "lengths" of Wn and w~, respectively). The correct 
sign for cos () will be obtained if W nand W ~ are constructed as 
follows: Let Wn _ 1 be the volume form ofthe hinge. For the 
appropriate vectors e and e', write 
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(3.10) 

Alternatively, Wn and w~ must be oriented oppositely in a 
consistent orientation for the (n + 1 I-simplex. 

Eq. (3.9) may be derived as follows: Decompose e and e' 
into parts orthogonal to and parallel to the hinge. Insert this 
decomposition into (3.10) and then into (3.9). One finds the 
right-hand side of(3.9) is (el.e·VI~lle·ll. This, by definition, 
is the cosine of the dihedral angle. 

Equation (3.9) may be expressed in terms of the edge 
lengths of the (n + I)-simplex through Eq. (3.6). Since each 
of the vectors e; and e; lies along some edge of the (n + 1)­
simplex, their scalar product may be expressed in terms of 
the edge lengths through formulas analogous to Eq. (3.8). 

A simple formula for sin () may be derived from the 
identity 

(n + 2fw2(w /I. a /I. b )2 

= (n + W { (w /I. a)2(w /I. b )2 - [(W /I. a)·(w /I. b W J, (3.11) 

valid for any n-form wand one-forms a and b. Here, w2 

means W·W. Written out with Wn _ I' e, and e' as in Eq. (3.10) 
for w, a, and b, respectively, decomposing e and e' into com­
ponents parallel and orthogonal to Wn _ I' and using Eq. 
(3.3), one finds for sin () 

sin () = [(n + l)1nJ[ V n _ 1 Vn+ I/(Vn V~)]. (3.12) 

Here, Vn and V ~ are the volumes of the n-simplices inter­
secting in the (n - 1 I-hinge, Vn _ 1 is the volume of the hinge, 
and Vn + 1 is the volume of the (n + 1 I-simplex spanned by 
the two n-simplices. This result for sin () is easily expressed in 
terms of the edge lengths of the (n + 1 I-simplex by express­
ing the volumes in terms of the edge lengths. From a compu­
tational point of view, however, it is not as useful as (3.9). The 
dihedral angle () ranges from 0 to 11". From a formula for cos () 
one can recover the angle itself whereas from a formula for 
sin () one cannot, and it is the angle which enters in the ac­
tion. 

Equations (3.3) and (3.9) and their expressions in terms 
of edge lengths are all that are needed to evaluate the action. 
To evaluate the simplicial field equations [Eq. (2.8)] one also 
needs as expression for the derivative of the volume of an n­
simplex with respect to one of its squared edge lengths, keep­
ing the other edge lengths fixed. One is straightforwardly 
worked out from Eqs. (3.3) and (3.2) by choosing the pre­
ferred vertex 0 so that it is not a vertex of the edge of interest 
and then considering the variation in the vectors e I produced 
by a variation in this edge length. One finds 

(3.13) 

where Wn _ 1 and w~ _ 1 are the volume forms for the (n - 1)­
simplices formed by the vertices (O, ... ,f - 1, f + 1, ... ,n) and 
(O, ... ,j - l,j + 1, ... ,n), respectively. Equations (3.6) and (3.8) 
express this in terms of the squared edge lengths. 

To find the action or field equations for a simplicial net 
one would proceed as follows: First, the net must be speci­
fied. This means specifying the vertices, edges, triangles, te­
trahedra, and four-simplices of the net. One way of doing 
this is to give a list of all of the simplices in terms of their 
vertices. A second, and equivalent, way is to give the inci­
dence matrices which specify which (n - 1 I-simplices make 
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up an n-simplex. All the topological information is con­
tained in this specification of the net. 

With a net in hand one can now proceed to specify the 
squared edge lengths and calculate the action. Not every 
assignment of edge lengths is consistent with the simplices 
having flat interiors. The triangle inequalities and their ana­
logs for tetrahedra and four-simplices must be satisfied. Nec­
essary and sufficient conditions for this are that the squared 
volumes of all the triangles, tetrahedra, and four-simplices in 
the net must have a positive squared volume, i.e., 

(V2)2>0, (V3)2>0, (V4)2>0, (3.14) 

for the whole net. To see this in the case of triangles, for 
example, fix two of the edges and consider (V2)2 as a function 
of the remaining squared edge length, s. Ass is varied from a 
value where the triangle inequality is satisfied to one where it 
is saturated, (V2)2 ranges from a positive value to zero. Since 
(V2)2 is quadratic in s no further regions of positive (V2)2 exist 
outside the range where the triangle inequality is satisfied. 
The generalization to higher simplices is straightforward. 
The conditions (3.14) are independent. One can find, for ex­
ample, squared edge lengths for which (V3f is positive but 
the triangle inequalities are violated. 

For an assignment of squared edge length which does 
satisfy (3.14) one can compute the action and field equations 
by evaluating the necessary volumes and their derivitives 
using Eqs. (3.3), (3.9), and (3.13) and expressing these rela­
tions in terms of the edge lengths via Eqs. (3.7) and (3.8). 
From the specification of the net one can compute which 
four-simplices are incident on a given triangle. Their dihe­
dral angles at the triangle may be found from (3.9) and the 
deficit angle from the sum in (2.6). By doing this for all trian­
gles and performing the sums in (2.5) and (2.8), one arrives at 
the action and field equations for the net. 

IV. THE SEMICLASSICAL APPROXIMATION 

Considerable insight into the qualitative behavior of the 
ground state wave function and its expectation values may 
be obtained by evaluating these quantities in the semiclassi­
cal approximation. In the simplicial approximation this 
means carrying out the defining multiple integral (2.4) by the 
method of steepest descents. 

To apply the method of steepest descents, one first lo­
cates the stationary points of the action in the space of com­
plex edge lengths by solving the simplicial field equations 
(2.8). One then attempts to distort the contour of integration 
in (2.4) so that it runs through one or more of these stationary 
configurations and elsewhere follows a contour along which 
lexp( - 1)1 decreases as rapidly as possible away from these 
stationary configurations. The asymptotic behavior of 'Po as 
~ is then given by the integral (2.4) in the neighborhood of 
one or more of the stationary configurations or in the neigh­
borhood of the boundaries of the contour. It mayor may not 
be possible to distort the contour C to pass through any par­
ticular stationary point. The stationary point of smallest 
Re I therefore does not always give the semiclassical behav­
ior of the wave function. 37 Even if the dominant stationary 
point can be identified, one should still check whether it or 
the behavior near a boundary of the contour dominates the 
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integral. In the present case the contour has boundaries be­
cause of the simplicial inequalities (see Sec. III). Because of 
the necessity of a classical limit, however, it is a reasonable 
expectation that the semiclassical approximation will be giv­
en by one or more stationary configurations. If the station­
ary configurations have complex edge lengths they will con­
tribute to the semiclassical approximation in complex 
conjugate pairs since the original integral was real. 

To see the form of the semiclassical approximation let 
us consider for simplicity the case when a single real station­
ary configuration provides the dominant contribution. Let It 
be the squared edge lengths of the stationary configuration. 
Evaluate the measure on this configuration, expand the ex­
ponent in (2.4) to quadratic order in small deviations of the 
edge lengths from this configuration, and evaluate the result­
ing Gaussian integral to find 

'Po z Nf,l (It) [det (~) ] -1/2 exp[ - I (It)] , 
aSj as] "=# 

(4.1) 

for some constant N. The expectation value of a quantity A 
will be A (s?) in this approximation. 

To make the further discussion of possible stationary 
configurations more concrete let us focus on the integrals 
over the boundaryless simplicial geometries which define the 
expectation values in the ground state [Eq. (2.14)]. The con­
tinuum theory gives some guide as to when one can expect 
stationary configurations with real edge lengths. There, the 
analogous problem is to solve the Euclidean Einstein equa­
tion 

Rail = Agall , (4.2) 

for real metrics gall on a compact manifold.38 For positive A 
there is the four-sphere metric on S4, the product of equal 
radii two-sphere metrics on S2 X S2, and the Fubini-Study 
metric on CP 2. For the case of S I xs 3, T 4

, andK 3 real solu­
tions with either sign of A are ruled out by the inequalities39 

X>O, x>~lrl, (4.3) 

which are necessary conditions for solutions to (4.1) with 
A :;060. SlXS 3 and T4 have X = ° while K3 has X = 24 
andr= -16. 

One would expect the situation regarding the existence 
of solutions to the Regge equations to be similar to that for 
their continuum limit. The Regge equations offer the oppor­
tunity for approximately addressing questions still open in 
the continuum case (e.g., the existence of complex solutions) 
through an analysis of a finite number of algebraic equations. 

V. RECOVERY OF THE DIFFEOMORPHISM GROUP 

Diffeomorphisms are an invariance of general relativi­
ty. On a given manifold M, if two metrics g and g' are diffeo­
morphic they have the same physical consequences. The 
Einstein action which summarizes the theory is preserved by 
diffeomorphisms. This is analogous to the preservation of 
the action by the gauge group in a gauge theory40 and has 
important and well-known consequences for a formulation 
of the quantum theory in terms offunctional integrals. Con­
sider, for example, the expression for the ground-state expec-
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tation value of a physical quantity A fg] which is the natural 
generalization of those in field theories without gauge sym­
metries 

(A ) = f c8gA [g] exp( - I [g]) . 
f c8g exp( - I [g]) 

(5.1) 

By f 8g is meant the sum over all metrics on the manifold M 
in some class C. Two diffeomorphic metrics contribute iden­
tically in both numerator and denominator of(5.1) since both 
A and I are invariant under diffeomorphisms. Each integral 
is therefore the volume of the diffeomorphism group times a 
sum over physically distinct metrics. Since the volume of the 
diffeomorphism group is infinite each integral diverges. The 
divergent factor of the diffeomorphism group formally can­
cels between the numerator and denominator of (5.1) to give 
a finite answer for (A ), but to implement this cancellation in 
a practical way all the familiar techniques of gauge fixing 
and ghosts are required. 

Simplicial geometries are simplicial manifolds with a 
metric. By simplicial manifold we shall mean a piecewise 
linear manifold41 made up of simplices. We stress that by the 
manifold we mean the points interior to the four-simplices 
and on their boundaries, and not only the vertices of the net. 
A metric is determined by the edge lengths of the net and a 
flat metric in the interior of each simplex. With this informa­
tion the distance between two points on any curve threading 
the simplicial geometry could be computed. 

There are piecewise diffeomorphisms of simplicial 
manifolds exactly as there are diffeomorphisms in the con­
tinuum case. They are the one-to-one invertible maps from a 
simplicial manifold to itself42 which are smooth on each 
simplex. Relabeling the vertices and smooth diffeomor­
phisms of the interior of simplices are two trivial examples. 
The action of a piecewise diffeomorphism on a metric gives a 
new metric which is physically equivalent to the old one. For 
a general curved simplicial geometry one expects a diffeo­
morphism to leave the edge lengths unchanged or to change 
them only according to a trivial relabeling of the vertices. 
This is because a nontrivial reassignment of edge lengths will 
in general correspond to different curvatures and a different 
geometry. The example of flat space, however, shows that 
there can be cases where diffeomorphisms lead to nontrivial 
reassignment of edge lengths.43 Imagine a simplicial net ob­
tained by distributing vertices about flat space, connecting 
them to form a simplicial net, and assigning edge lengths . 
which are the flat distances between them. By moving the 
location of the vertices in flat space, one can find a different 
assignment of edge lengths on the same simplicial net which 
represents the same flat geometry. There is thus a 4no-pa­
rameter family of transformations of edge lengths in flat 
space which leads to different metrics on the simplicial mani­
fold which are piecewise diffeomorphic. 

It is not easy to give an algorithm for deciding when two 
simplicial metrics are piecewise diffeomorphic any more 
than it is in the continuum case. Necessary conditions are 
certainly that any curvature invariant be the same, and in a 
certain sense these conditions are sufficient as well.44 Intu­
itively, it seems reasonable to suppose that different assign­
ments of edge lengths correspond to different geometries ex-
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cept in the case of flat space. In this sense there are no gauge 
transformations in the Regge calculus.45 

If nontrivially different assignments of edge lengths 
correspond to different simplicial geometries we would ex­
pect the multiple integrals defining the expectation values in 
Eq. (2.14) not to diverge as do those in (5.1) . Thus in the 
simplicial approximation no additional gauge-fixing ma­
chinery should be needed to effect a sum over geometries. 
This is a considerable convenience. One would expect, how­
ever, to recover the divergence of these integrals associated 
with the diffeomorphism group in the continuum limit, that 
is, in the limit of large simplicial nets. In the following we 
shall describe how this comes about. 

A given continuum geometry may be approximated by 
a simplicial geometry on an appropriate net. Consider a fam­
ily of nets with an increasingly large number of vertices ob­
tained by repeatedly subdividing the original net. As the 
number of vertices no becomes large there will be more and 
more simplicial geometries (i.e., more and more assignments 
of edge lengths) which approximate the given continuum 
geometry to a fixed level of accuracy. For large no all these 
simplicial approximations contribute approximately equally 
to the multiple integrals in (2.14). As no becomes large, both 
numerator and denominator will, therefore, be approxi­
mately a large factor times a sum over physically distinct 
geometries. The factor should cancel between the numerator 
and the denominator. Thus, while the numerator and de­
nominator will diverge as no becomes large, (A ) should tend 
to a definite value. This behavior can be illustrated more 
precisely in the semiclassical approximation. 

By way of illustration let us suppose that one stationary 
configuration with squared edge lengths s? gives the domi­
nant semiclassical contribution to both numerator and de­
nominator. The classical approximation to the denominator 
of(2.14) would read 

where the s; are the deviations in the squared edge lengths 
from their stationary values. Suppose that as no becomes 
large the stationary simplicial geometries approach a contin­
uum geometry. Then, since we expect many different simpli­
cial geometries which approximate a given continuum geom­
etry we should expect to find directions A; in the space of 
edge lengths along which the action is approximately station­
ary, 

A. [~( aI)] ;::::0. 
I as; aSj Sk='" 

(5.3) 

In fact, we can identify what these directions are. 
The curvature of the stationary configuration must be 

characterized by the only scale in the Regge equations (2.8), 
that set by the cosmological constantA. As no becomes large 
the characteristic squared edge length s? in the stationary 
configuration will become small compared to A -1 as 
A -1j2(no), where/is some rapidly decreasing function of no 
dependent on the subdivision process. On scales small com-
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FIG. 2. The origin of the approximate diffeomorphism group. The figure 
shows a two-dimensional simplicial geometry whose net is sufficiently re­
fined that the characteristic edge lengths are much smaller than the scale of 
the curvature. Local regions of this geometry will be approximately flat. 
Variations in the edge lengths which correspond to those induced by mo­
tions of the vertices in two-dimensional flat space and which are small on 
the curvature scale will leave the geometry approximately unchanged. For 
this net there are thus many different assignments of edge lengths which 
approximately correspond to the same geometry. 

paredtoA - 1/2 butlargeeventuallycomparedtoA -1/2/(no) 

the net will approximate flat space. In flat space there is a 
4no-parameter family of variations of the edge lengths which 
leave the geometry flat. In approximately flat space there will 
be a 4no-parameter family of variations of the edge lengths 
which leave the geometry approximately flat (cf. Fig. 2). We 
thus expcet 4no directions in which (5.3) is approximately 
satisfied. Put differently, if a geometry is approximated by 
increasingly subdivided simplicial nets we expect 4no of the 
n l eigenvalues of a 2] las; aSj to be a number near zero times 
A 112, while the rest are a number of order unity times A IP. 

The multiple integral in (5.2) is easily carried out along 
the 4no directions in which the action is approximately sta­
tionary. While the action is approximately stationary in 
these directions in the vicinity of the stationary configura­
tion, we expect it to remain stationary only for deviations s; 
which are of order of the curvature scale A - I. Beyond that 
the deviations represent physically distinct geometries. 
Thus, for increasingly subdivided simplicial nets we expect 
the semiclassical approximation (5.2) to behave as 

N (no,s?)exp [ -] (s?) ] 

X(/- 2A -1)4""{det' [(~) a]} -1/2, (5.4) 
as; aSj s. = s. 

where N (no,s?) is a slowly varying function of no. Here det' 
denotes the determinant over the n I - 4no directions in 
which the action is not approximately zero, i.e., the product 
of the nonsmall eigenvalues of a2

] las; asj • 

While the above discussion has been illustrated using 
the integral in the denominator of(2.14) the situation is simi­
lar with the numerator. If A is a quantity which is not sensi­
tive to scales much smaller than the curvature scale, the inte­
gral for the numerator may be divided into a sum of pieces, 
each one of which locally behaves like (5.2). 

Equation (5.4) implies that for large no the integrals in 
both numerator and denominator of (2.14) will diverge as 
(/- 2A -1)4,..,. (/- 2A -I is greater than unity when the semi­
classical approximation is valid.) This is the degree of diver­
gence associated with the diffeomorphism group-four di-
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vergent factors for each point. These divergent factors cancel 
between the numerator and denominator of (2.14) to give a 
nondivergent expression for (A ) for those A 's which are not 
sensitive to arbitrarily small scales. Thus in the limit oflarge 
no we recover the behavior of the functional integrals arising 
from the diffeomorphism group of general relativity. 

VI. SUMMING OVER TOPOLOGIES 

Our discussion up to this point has proceeded as though 
the Euclidean prescription for the ground state wave func­
tion were to take a fixed and particular compact manifold 
and sum exp( - action) over the possible geometries on this 
manifold. This has been convenient for the exposition, but 
there is no compelling physical reason to make such a re­
striction and none is proposed. Indeed, to have the laws of 
physics fix the topology of the manifold but allow all possible 
geometries on it would seem to be assigning a very different 
status in physics to two closely related elements of geometry. 
Further, there are attractive physical reasons for considering 
four-geometries with different topology. In the set of ideas 
evoked by the words "space-time foam,,46 one would ask for 
quantum transition amplitudes between states specified by 
disconnected as well as connected three-geometries and mul­
tiply connected as well as simply connected ones. Unitarity 
would then suggest that the Euclidean functional integral 
prescription for these amplitudes contain a sum over the to­
pologically nontrivial four-geometries into which these to­
pologically nontrivial three-geometries can be embedded. 

In this section we shall discuss how sums over different 
topologies might be implemented in the simplicial minisu­
perspace approximation. What we want to give practical 
meaning to might be written schematically as 

(A) = l:Mv(M)l:gonMA [g,M]exp( -][g,M]). (6.1) 
l:Mv(M)l:gOnM exp( -I[g,M]) 

The first sum is over some class of compact four-manifolds. 
A weighting v(M) which depends on the topological invar­
iants of the manifold M, e.g., its Euler number, signature, 
fundamental group, etc., would be part of the prescription. 
The second sum is over physically distinct (i.e., nondiffeo­
morphic) metrics on M with the action] for general relativi­
ty. 

The first step in turning the schema (6.1) into a compu­
table procedure is to restrict the sum over four-manifolds to 
a sum of simplicial manifolds (i.e., simplicial complexes 
which are piecewise linear manifolds). The second step is to 
implement the sum over metrics by an integral over edge 
lengths. The latter sum has been the subject of the preceding 
parts of this paper. Including only simplicial manifolds is a 
restriction because not every four-manifold is triangulable. 
However, the author is not aware of anything physically in­
teresting lost by this. We now discuss the problems involved 
in implementing a sum over compact simplicial four-mani­
folds. We shall not be able to answer every question, but we 
will be able to provide a framework for discussion and some 
practical proposals to try out. 

To specify a sum over simplicial manifolds we must 
effectively have a procedure for listing those to be included in 
the sum. One way would simply be to list famous compact 
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four-manifolds, e.g.,S4, S 2 xS 2,81 xS 3, T 4 , CP 2,K 3, etc., 
to find triangulations of these, and to add together sums over 
geometries on these of the kind we have been discussing. 
This can hardly be the basis for a general principle. A better 
approach is to sum over all simplicial four-manifolds or 
some generally specified subclass. 

It is not possible to classify all four-manifolds. That is to 
say roughly, an algorithm for deciding when two four-mani­
folds are the same does not exist.47 Subclasses offour-mani­
folds may be classifiable. For example, simply connected 
four-manifolds with spin structure are classified by their 
Euler number and signature up to a finite number of con­
nected sums.48 That all four-manifolds are not classifiable 
does not mean that they cannot be enumerated. One can 
imagine a procedure (and we shall describe one below) which 
would generate an exhaustive list offour-manifolds. A given 
four-manifold would occur on the list more than once but 
there would be no universal algorithm to decide when two 
entries on the list are the same manifold. To implement the 
sum over simplicial manifolds one therefore has the follow­
ing choice: One can sum over a class off our-manifolds which 
are classifiable by virtue of having more structure and assign 
a weight to each. Alternatively, one can devise a procedure 
for listing all four-manifolds and accept the weighting im­
plied by the procedure. 

To describe concretely how a list of manifolds can be 
prepared let us first consider how a single manifold is speci­
fied.41 A simplicial complex is a collection of simplices such 
that whenever a simplex lies in the collection then so does 
each of its faces, and whenever two simplices of the collec­
tion intersect they do so in a common face. The dimension of 
a complex is the largest dimension of a simplex in it. A four­
dimensional simplicial complex may be specified by giving 
the vertices of each four-simplex in the complex. From the 
list off our-simplices the vertices of the edges, triangles, and 
tetraheda may be computed. These must be such that the 
conditions of the definition are satisfied. Figure 3 shows a 
two-dimensional example. 

Not every simplicial complex is a piecewise linear mani­
fold (Le., such that every point has a neighborhood which is 
piecewise linearly homeomorphic to an open subset of R 4 or 
a half-space of R 4). (From now on we shall omit the qualifica­
tion "piecewise linear" when referring to manifolds, homeo-

3 
5 

FIG. 3. A two-dimensional simplicial manifold. The six vertices are con­
nected as for an octohedron. The simplicial complex can be specified by 
giving a list of vertices of the triangles. In the present case the list would be 

123 134 236 346 

125 145 256 456. 
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FIG. 4. A two-dimensional simplicial complex which is not a manifold. 
This complex consists of the triangles 

125 147 346 

127 157 367 

134 256 467 

137 267 567. 

This complex is not a manifold because local neighborhoods of vertices 1,6, 
and 7 as wel1 as the edges (1,7) and (6,7) are not homeomorphic to a region of 
R 2. Neighborhoods of vertex 7, for example, are homeomorphic to regions 
in the intersection of two planes. The link of vertices 1 and 6 is the heavy 
curve and is not topological1y a circle. If edge lengths were assigned to the 
complex by embedding it in a flat three-dimensional space as suggested by 
the figure, then the deficit angle of vertex 7 would be - 2rr. The two-dimen­
sional gravitational action defined by - 2rr/ -2 I (deficit angles) is - 4rr/F 
for this complex. This is larger than the value - 8rr / /2 for manifolds which 
are topological1y two-spheres such as the example in Fig. 3. 

morphisms, etc.) A two-dimensional example is shown in 
Fig. 4. There is a necessary and sufficient condition for a 
complex to be a manifold. To state it we shall need the no­
tions of the star and the link of a simplex in the complex. 
They are illustrated in two dimensions in Fig. 5. The star of a 
simplex 0' is the collection of simplices which contain 0' to­
gether with all their faces. The link of a simplex 0' is the 
collection of simplices in the star of 0' which do not meet 0'. 

The necessary and sufficient condition that an n-dimension­
al complex be an n-manifold is that the link of every simplex 
of dimension k be a triangulation of (i.e., homeomorphic to) 
an (n - k - 1)-sphere.41 Given a complex, one might ima­
gine checking it to see if it is a manifold. Were space-time 

FIG. 5. Link and star of a vertex. The figure shows a portion of a two­
dimensional simplicial manifold. The star of a given vertex consists of the 
interior, edges, and vertices ofthose triangles which intersect the given ver­
tex. The star of vertex q consists of the four shaded triangles. The link of a 
vertex consists of those simplices of its star which do not themselves inter­
sect the vertex. The link of q is the heavily drawn edges and their vertices in 
the figure. The link of q is topologica\1y S '. 
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three-dimensional, this would in principle be possible to do. 
The one- and two-dimensional manifolds are classifiable by 
their homology groups and these are in principle computa­
ble. Were space-time five-dimensional, it would be in princi­
ple impossible to decide whether a complex was a manifold. 
In particular, one would need to decide whether the link of a 
vertex was a four-sphere and this problem is known to be 
unsolvable (i.e., roughly, it can be shown that there is no 
algorithm to do it).47 In four dimensions the difficult prob­
lem would be to decide whether the link of a vertex is a three­
sphere. Even assuming the Poincare conjecture one would 
still need a procedure for deciding whether the link was sim­
ply connected. It seems that at the time of writing both of 
these decision problems are still open.49 Thus one cannot list 
a family of manifolds to sum over by listing all the simplicial 
complexes with, say, a fixed number of vertices, and then 
discarding those which are not manifolds. There is no way to 
check. We must create the list by a different route. 

A natural way to generate a list of manifolds is to create 
simplicial complexes from smaller units, "building blocks," 
which are locally and explicitly known to be manifolds. We 
begin with a fixed number of vertices no with the idea of 
eventually allowing no to become large. In view of the ap­
proximate recovery of the diffeomorphism group discussed 
in Sec. V there is no purpose to be served in considering lists 
with different numbers of vertices. One expects the mani­
folds with the largest no to dominate both the numerator and 
denominator of (6.1) for large no. To create the list we start by 
enumerating all the four-dimensional simplicial complexes 
with no vertices. This is a matter of enumerating all possible 
lists of four-simplices and checking that when two intersect 
they do so in a common face. We now discard from the list all 
complexes for which the link of every vertex is not one of a 
finite list of known triangulations of a three-sphere. For ex­
ample, one might require that the link of every vertex be 
either the boundary of a four-simplex or of a 6OO-cell. The 
complexes remaining on the list are therefore known to be 
manifolds. If a sufficient number of basic building blocks is 
taken, lists containing all manifolds can be generated in this 
way. For example, in two dimensions it suffices to require 
the links to be five- , six- or, seven-gons. 

A procedure such as described above would generate a 
list of manifolds with which to define a sum over topologies. 
For each member the sum over geometries would be carried 
out as described in the previous sections of this paper. One 
could assign relative weights to the different members of the 
list on the basis of some computable topological invariant, 
but the simplest assignment would be the weighting generat­
ed by the procedure itself. It then becomes an interesting 
mathematical question to ask with what multiplicity a given 
manifold occurs on the list. In particular, for the procedure 
to make sense, the large multiplicities should be independent 
of the particular basic building blocks chosen out of some 
general class. 

We have described a procedure for summing over four­
dimensional manifolds which at least can be tried out. One 
could ask: "Why restrict attention to four dimensions?" or 
"Why consider only manifolds?" The familiar answers that 
space-time seems to be four-dimensional and that a manifold 
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is the mathematical implementation of the principle of 
equivalence are possibly too unadventurous. For example, 
the Regge action extends naturally to simplicial complexes 
which are not manifolds. (See the example in Fig. 4.) It also 
generalizes naturally to higher dimensions. One is thus invit­
ed to sum over complexes which are not manifolds and over 
other dimensions. The simplicial minisuperspace methods 
described here provide a framework for investigating such 
questions. Before embarking on such a journey, however, it 
would be useful to know if there is a way back to the familiar 
four-dimensional space-time on large scales. 
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A set theoretic argument is utilizied to determine a 31-term recursion that describes exactly the 
composite nearest-neighbor degeneracy for indistinguishable dumbbell particles distributed on a 
rectangular 2 X N lattice space. The associated generating functions, the expectation of the lattice 
coverage, and the density of occupied nearest-neighbor pairs are also determined. 

I. INTRODUCTION 

The statistical mechanical treatment of such physical 
and chemical phenomena as adsorption, magnetism, super­
conductivity, and crystallization often involves a considera­
tion of the occupational degeneracy of particles distributed 
on a lattice space. Of particular interest and difficulty are 
those situations that arise when correlation exists, either 
within the particle itself (as with dumbbell particles) or when 
the particles interact (as with nearest-neighbor interaction). 

In the present paper we consider a problem in which 
both kinds of correlation exist, i.e., the nearest-neighbor in­
teraction of dumbbell particles on a 2 XN rectangular lattice 
space. 

Recently, I a recursion was developed that yields exact­
ly the composite nearest-neighbor degeneracy for simple, in­
distinguishable particles distributed on a 2 X N lattice. The 
present paper is an attempt to extend such results to more 
complex particles. 

Specifically, we will treat the fOllowing problem: Given 
a 2 X N rectangular lattice space on which are distributed q 
indistinguishable dumbbells with nonidentifiable ends, what 
is the multiplicity of those arrangements, characterized by 
the stipulation of N,q as well as n II' no!> and noo (the number 
of occupied, mixed, and vacant nearest-neighbor pairs, re­
spectively)? (See Fig. 1.) An occupied nearest-neighbor pair 
occurs when adjacent sites are occupied by ends of different 
dumbbells. We do not distinguish between a 0-1 pair and a 
1-0 pair. 

It should be pointed out that n ll , nol, and noo are not 
independent. Their sum must equal the total number of near­
est-neighbor pairs on the space, i.e., 

3N - q - 2 = n ll + nO! + noo. ( 1) 

In light of this constraint we will, in the remainder of 
the present paper, ignore nol , the number of mixed nearest­
neighbor pairs. 

If, from each end of each of the dumbbells, we draw 
lines to the nearest-neighbor sites, except for the sites occu­
pied by the other end of the dumbbells (see Fig. 2), there will 
be 4q lines. A line will go either to a vacant site (indicating a 

PfEfElPBIBllEEll1 
FIG. 1. An arrangement of eight dumbbells on a 2 X 21 lattice, giving rise to 
five occupied nearest neighbors, 21 mixed neighbors, and 27 vacant nearest 
neighbors. 

mixed nearest-neighbor pair) or to an occupied site (indicat­
ing an occupied nearest-neighbor pair), i.e., 

4q = 2nll + nO! + 81> (2) 

where 81 <4 denotes the number oflines that go off the ends 
of the space. 

A similar process can be carried out for the vacant sites, 
yielding 

3[2N - 2q] = 2noo + nO! + 80 , (3) 

where 80 < 4 is the number oflines that go off the ends of the 
space. 

Adding Eqs. (2) and (3) yields the expected result [when 
Eq. (1) is considered] 

(4) 

Note that if N, q, nw and noo are specified, nOt and the 
8 's are determined uniquely. We conclude that N, q, n II' and 
noo completely determine the (composite) nearest-neighbor 
degeneracy. 

II. RECURSION RELATION 

In the present section we derive a recursion for 
A [N,q,nwnoo], the total number of independent arrange­
ments that can be created when q indistinguishable dumbbell 
particles are distributed on a 2 X N lattice to form n II occu­
pied and noo vacant nearest-neighbor pairs. 

To establish a recursion for A [N,q,nll,nOO]' we first dif­
ferentiate between an a(N I-space (which consists of two 
aligned rows of N equivalent rectangular sites) and a P (N)­
space [an a(N I-space from which one lattice site in the lower 
left-hand side has been deleted] (see Fig. 3). 

The set of all arrangements of q dumbbell particles on 
an a(N I-space, that contain n II occupied an noo vacant near­
est-neighbor pairs, is designated a[N,q,nll,nOO]. Thus 
#a[N,q,nwnoo], the number of elements of the set 
a[N,q,nwnoo], is the desired A [N,q,nwnoo]. 

Let aj [N,q,nwnoo] (j = 0, ... ,3) be subsets of 
a[N,q,n II,nOO]. Each of the aj 's is characterized by the state of 

FIG. 2. On this 2 X to space there are six particles, so there are 24 dashed 
lines. There are four occupied nearest neighbor pairs, each of which is asso­
ciated with two dashed lines, and 14 mixed nearest neighbor pairs associat­
ed with a single dashed line; 15[ = 2. 
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1111111111111 
: CC(N)-space: 
1 1 
1 1 
I" N 1 
1 1 

1111111111111 

FIG. 3. la) Definition of an a(N I-space. (bl 
Definition of a P (N I-space. 

IJ(N)-space 

occupation of the two sites in the Nth column (see Fig. 4). 
Every arrangement in aj differs from every arrangement in 
ak U#k), i.e., 

aj [N,q,nwnoo ] n ak [N,q,nwnoo ] = t/J, (5) 

a null set. In addition every element a[N,q,nwnoo] will be 
found in one of the aj's, i.e., 

or 

3 

a[N,q,nwnoo ] = u aj [N,q,nwnoo ] . 
j=O 

We conclude that #a[N,q,nwnoo] is given by 
3 

#a[N,q,nwnooJ = L #aj [N,q,nwnooJ 
j=O 

3 

(6) 

A [N,q,nwnoo] = L Aj [N,q,nwnoo ]' (7) 
j=O 

where, for example, #az[N,q,nwnoo]==Az[N,q,nwnoo] is 
the number of arrangements possible when the N th column 
is occupied by a single dumbbell particle. 

The top-to-bottom reflection of the arrangements, con­
tained in set aI' results in a degeneracy factor of 2. The de­
generacy factor for the rest of the aj sets is unity. 

Similarly, we let b [N,q,n II,noo] be the set of all arrange­
ments of q dumbbell particles on a {:J (N I-space that exhibit 
prescribed numbers of occupied and vacant nearest-neigh­
borpairs. 

On the basis of the state of occupation of the sites fur­
thest to the left of both rows of a {:J (N I-space, we define five 
subsets bj [N,q,n II,nooJ U = 0, ... ,4) (see Fig. 5). Thus, for ex­
ample, b2[N,q,n w noo] is the set of all arrangements of q 
dumbbell particles on a {:J (N I-space exhibiting n II occupied 
and noo vacant nearest neighbor pairs, when a dumbbell oc­
cupies the two lower left-hand sites and the upper left-hand 
site is vacant. 

1 1 
1 1 
I4--N---i r----J 
1 1 
1 1 I: I I I 1\ rn AO [N,q,n11 ,noo] 

2 -~ I I lIfE A1 [N,q,n11'noo] 

81: I I I 1\ H3 A2 (N,q,nwnoo] 

1 Bel: I III rn AS (N,q,n11'noo] 

FIG. 4. Four a-spaces are characterized by an occupation of the Nth col­
umn. The top-to-bottom degeneracy factors are indicated at the left of the 
space. 
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1 1 
1 1 
I---N ---; 1----1 
1 1 

~ 1 " _IIIUEE 

CSi:llll/EE 
i\1)1llilEE 

I;fl!: II IIIEE 

~11!lEE 
FIG. 5. Five P-spaces are characterized by the state of occupation of the 
sites furthest to the left in each row. 

and 

Since 
4 

b [N,q,nll,nooJ = u hj [N,q,nwnooJ 
j=1 

hj [N,q,nwnoo ] n bk [N,q,nwnooJ = t/J U#k), 

we conclude that 

B [N,q,n w nool==# [N,q,n wnoo] 
4 

= L #bj [N,q,nwnoo ] 
j=O 

4 

= L Bj [N,q,nwnoo ], 
j=O 

where Eq. (10) serves to define the Bj's. 

(8) 

(9) 

(10) 

Next we decompose the four aj sets and the five b~ sets. 
The basis for this decomposition is the state of occupation of 
those sites in which a question mark appears. (See Figs. 4 and 
5.) 

For example, consider the ao[N,q,nwnoo] set in Fig. 4 
(see Fig. 6); if both sites in which a question mark appears are 
vacant, an ao[N - 1,q,nw noo - 3] set is formed because q 
dumbbell particles must be arranged on an a(N - 1 )-space to 
form nil occupied and noo - 3 vacant nearest-neighbor 
pairs. If one of the two sites is occupied and the other is 
vacant, an al[N - 1,q,nw noo - 2] set is formed. Note that 

Fe II II lEE + A2 (N.1,q,n11,nOo·1] 
1 
1 

"B3ll1ffi+ As [N.1,q,n11 ,nOo·1] 
1 

FIG. 6. This figure shows the decomposition of the set of Qo[N,q,n,."nool 
into four mutually exclusive subsets on the basis ofthe state of occupation of 
the N - 1 column. 
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because of the top-to-bottom symmetry, this can occur in 
two ways. 

If both sites are filled by a single dumbbell particle, an 
o2[N - I,q,nwnoo - IJ set is formed. 

Ano3[N - l,q,nwnoo - 1] set is formed ifboth sites are 
occupied by parts of two different dumbbell particles. 

Thus we may write 

oo[N,q,nwnoo] = oo[N - I,q,nwnoo - 3] 

U al[N - 1,q,n ll ,noo - 2] 

u al[N - 1,q,nll,nOO - 2J 

uo2[N - 1,q,nll,noo - I} 

u a3[N - 1,q,n w noo - 1] . (IIa) 

Similarly, we may write 

al[N,q,nwnooJ = b l[N,q,nl!>nOO - 1] 

u b4[N,q,n II,nOO] , ( lIb) 

o2[N,q,n w nooJ = ao[N - l,q - I,nwnoo] 

u al(N - I,q - I,n ll - l,nooJ 

u al(N - 1,q - 1,n ll - 1,noo] 

uOz(N - I,q - I,n Il - 2,noo] 

ua3[N - l,q - I,n ll - 2,noo], (llc) 

o3(N,q,n w noo] = oo(N - 2,q - 2,n ll - 2,noo] 

U al[N - 2,q - 2,n ll - 3,noo] 

u ol[N - 2,q - 2,nll - 3,nooJ 

U o2[N - 2,q - 2,n II - 4,noo] 

U a3[N - 2,q - 2,n ll - 4,noo]. (lId) 

The bj sets may also be decomposed as follows: 

bo[N,q,nwnoo] = ao[N - 1,q,n ll ,noo - 1] 

U al[N - I,q,nwnoo] , (12a) 

b1[N,q,nwnoo] = ao[N - 2,q - 1,nwnoo - IJ 

RUJ-I 
0 

RS 
R 2S2Tz 

R 2SU 
0 

U al[N - 2,q - I,n ll - l,noo - 1] 

uot[N - 2,q - I,nwnoo} 

uaz[N - 2,q - I,n Il - I,noo] 

uo3[N - 2,q - I,n ll - I,noo], (I2b) 

2RUz RU RU 
-1 0 0 

2RST RSTz-l RST2 

2R 2S2T3 R 2S2T4 R 2SzT4 - 1 
R2STU +R 2S R 2ST R 2ST 

0 0 0 

b2[N,q,n w noo] = al[N - I,q,nwnoo - 1] 

u a3[N - 1,q,nw nool , (I2c) 

b3[N,q,n ll ,nooJ = ao[N - 2,q - l,nwnoo] 

u al[N - 2,q - I,n ll - I,noo] 

u al[N - 2,q - 1,nll - I,noo] 

u az[N - 2,q - I,n ll - 2,noo] 

ua3[N - 2,q - I,n ll - 2,nool, (12d) 

b4[N,q,n w noo] = bl[N - I,q - I,n ll - 1,noo] 

u b4 [N - l,q - I,n ll - 2,noo]. (12e) 

An examination ofEqs. (II) and (12) indicates that we 
need only six equations [Eqs. (lla)-(lld), (12b), and (12e)] to 
represent the entire decomposition regime. 

We note, for example, that in Eq. (lIb) every element in 
b)(N,q,nn,noo - IJ differs from every element in 
b4[N,q,n II,nOO] by the state of occupation of the lower site in 
column (N - 1), i.e., 

bl[N,q,nwnoo - 1] n b4[N,q,n ll ,noo] = t/J. (13) 

In addition, every element in al[N,q,nwnoo] will be 
found either in b l [N,q,n ll ,noo - 1] or b4[N,q,n ll ,noo]' i.e., 

at[N,q,nwnoo] = bl[N,q,nwnoo - 1] u b4[N,q,nwnoo]' (14) 

We conclude that 

#ol[N,q,nwnooJ = #bt[N,q,nu,noo - 1] 

(15) 

or 

A1[N,q,nll,nooJ = BI[N,q,nll,noo - 1] 

+ B4[N,q,n ll ,noo]' (16) 

Thus, Eqs. (Ila)-(Ild), (12b), and (I2e) can be written in 
terms of the number of elements of the sets, i.e., in terms of 
the degeneracies A j and Bj • 

To determine the recursion for A [N,q,n II,nOO] we utilize 
shift operators R. S, T, and U, with the understanding that 

Aj [N - r,q - s,nll - t,noo - u] 

= R 'S'T'uuA [N,q,nwnooJ . (17) 

Then Eqs. (lla)-(l1d), (12b), and (12e), when written in 
terms of the degeneraciesAj and Bj' may be written in matrix 
form: 

0 0 Ao 
U 1 AI 
0 0 A2 =0. (18) 
0 0 A3 
-1 0 BI 

RST RST2-1 B4 
For this system of equations to have a nontrivial solution, we require that the determinant of the shift operator matrix 

should annihilate the solution space (Ao, AI' A2, A3• B1, or B4)' Thus, the determinant, operating on any of the Aj's (or Bj's) 
yields the same recursion relation. If, however, the same recursion describes the composite nearest-neighbor degeneracy for 
Ao,A l' A2 , andA3• it describes the degeneracy for q dumbbell particles on an a(N )-space, regardless of the state of occupation of 
the sites at the left-hand end. The only factors that differentiate one Aj from another (or from the Bj's) are the different initial 
conditions for each of the degeneracies. 
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The determinant of the matrix in Eq. (IS) yields the following recursion: 

A [N,q,nu,noo1 =A [N -1,q,nwnoo - 3] + 2A [N - 1,q - l,nu - 2,noo1 + 2A [N - 2,q - l,nwnoo - 1] 

+ A [N - 2,q - 1,n11 - 1,noo - 2] - 2A [N - 2,q - l,nu - 2,noo - 3] + A [N - 3,q - l,nu,noo - 4] 

-A [N - 3,q - l,nu l,noo - 5] +A [N - 3,q - 2,n ll - 1,noo1 +A [N - 3,q - 2,nu - 2.noo - 1] 

- 2A [N - 3,q - 2,n ll - 3,noo - 2] - A [N - 3,q 3,nu - 6,nooJ- A [N - 4,q - 2,nll,noo - 2] 

+ 4A [N - 4,q - 2,nu - l,noo - 3] - 5A [N - 4,q - 2,nn - 2,noo - 4] + 2A [N - 4,q - 2,nu - 3.noo - 5] 

+ A [N - 4,q - 3,nll - 3,noo1 - 2A [N - 4,q - 3,nll - 4,noo - 1] + A [N - 4,q - 3,nll - 6,noo - 3] 

- A [N - 5,q - 3,nll - l,noo - 1] + 3A [N - 5,q - 3,nll - 2,noo - 2] - 3A [N - 5,q - 3,nu - 3,noo - 31 

+ A [N - 5,q - 3,nll - 4,noo - 4] + A [N - 5,q - 4,n ll - 5,noo1- 2A [N - 5,q - 4,n1l - 6.noo - 1] 

+ A [N 5,q - 4,nll 7,noo - 2] - A [N - 6,q 4,nn - 3,noo - 1] + 4A [N - 6,q - 4,nu - 4,nll - 2] 

- 6A [N - 6,q - 4,nu 5,nll - 3] + 4A [N - 6,q - 4,nll - 6,nll - 4] - A [N - 6,q - 4,nu - 7,noo - 5]. 

It is interesting to note that when Eq. (2) is subtracted from Eq. (3), 

3N - 5q = noo - n ll + (£50 - £51)/2, 

any simultaneous change in N, q, noo, and n ll must conform to 

3(.:iN) + (.:inlll = 5(.:iq) + (.:inoo)' 

An examination of the arguments of A in Eq. (19) reveals that Eq. (21) is obeyed. 

III. GENERATING FUNCTIONS 

We form the polynomials 

(19) 

(20) 

(21) 

(22) 

If the value of n 11 is specified, then the sum over noo contains five terms, as can be seen from the elimination of no 1 in Eqs. (2) 
and (3) 

3N - 5q + nll = noo + (£50 - £5d/2, 

where (£50 - £51)/2 can take on the values - 2, - 1,0,1, and 2. 
When Eq. (19) is substituted into Eq. (22) we obtain the following relationship for IN,q(x, y): 

IN,q(x,y) = [y3]/N_I.q(x,y) + [2x2] IN- I,q tlx,y) + y[2 + xy - 2x2y2] IN- 2,q- tlx,y) 

+ y4[1 xy]/N_ 3.q dx,y) + x[ 1 - xy][ 1 + 2xy]/N_ 3,q 2(X,y) - x 6 IN-3,q- 3(X,y) 

- y2[(1 xy)3 - xy(l - xy)2] IN-4,q- 2(X,y) + x3(1 - 2y + x3y3)/N_4,q_, 3(X,y) 

-xy[l-xyP IN-5,q 3(X,y) +x'[I-xy]2/N_s,q_4(x,y) x3y[l-xy]".fN_6,q_4(x,y). 

Equation (24), combined with the following initial conditions: 

10,0 = 1, 11,0 = y, 11,I = 1, 12,0 = y4/2,1 = 4y\ 12,2 = 2x2, 13,0 = y7, 13,1 = y2 + 4y3 + 2y4, 

h.2 = Y + 2x + 4xy + 4x2y, 13,3 = 3x4, 14,0 ylO, 14,1 4y' + 4y6 + 2y7, 

h 2 = 4y2 + 4y3 + y4 + Sxy2 + 6xy3 + 2x2y2 + 4x2y4, h,3 4x2 + 6x2y + 2x3 + 8x3y + 6xy, 

14,4 = 5x6
, 15,0 = y13, Is,l = 7y8 + 4y9 + 2y lO, 

Is,2 = y3 + Sy4 + 6xy4 + 12,' + 12x,' + 4X2y5 + 4y6 + 4xy6 + y7 + 4x2y7, 

15,3 = 4X2y4 + 6x4y4 + 4xy3 + 12x2y3 + y2 + 4xy + 8x3y3 + 4x2y + 12xy2 + 24x2,z + 12x3y2 + 3x4y2, 

/s,4 = 12x4 + 2x' + lSx4y + 12x5y + 10x6y, 15,5 = 8x8
, 

will generate, as coefficients of the various powers of x and y, the required degeneracies. 
The grand canonical [bivariate-generating] function is 

N 

gN(X,y,z) = L IN,q(x,y)z" . 
q=O 

Then gN(X, y,z) may be found by substituting Eq. (24) into (26): 
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gN(X, y,z) = gN _ .Ix, y,z)[2x1z + y3] + gN _ 2 (X, y,z)[z(2y + Xy2 - 2x1y3)) + gN _ 3 (X, y,z) 

X [ - X6r + x2ry + y4Z - XzT + r(x - 2x3yl)] + gN _ 4 (X, y,z) [X6y3r + r(x3 - 2YX4) + r( - 5X2y4 

+ 4Xy3 + 2xlji _ y2)] +gN_,(X,y,z)[r(x4y4 _ 3X3y3 + 3x2yZ -xy) +Z4(XS +X7yZ - 2x6y)] 

+ gN_6(X,y,z)z4[4x6y4 - 6xSy 3 - x7y + 4X4yl - x 3yJ , 

where the initial conditions are 

gl = Y + z, gz = y4 + 4y4Z + 2xzr, g3 = y7 + (yZ + 4y3 + 2y4)z + (y + 2x + 4xy + 4Xly~ + 3x4r, 

g4 ylO + (4yS + 4y6 + 2y7)z + (4yZ + 4y3 + y4 + 8xyz + 5Xy3 + 2x2yZ + 4XZy4~ 

+ (4xZ + 6xZy + 2x3 + 8x3y + 6x4y~ + 5X6Z4, 

gs yl3 + (7y8 + 4y9 + 2y lO)z + (y3 + 8y4 + 6xy4 + 12ys + 12xy + 4x2y + 4y6 + 4Xy6 + y7 + 4X2y7~ 

+ (4X1y4 + 6x4y4 + 4Xy3 + 12xZy3 + yZ + 4xy + 8x3y3 + 4Xly + 12xyZ + 24x2y2 + 12x3y2 + 3X4y~ 

+ (12x4 + 2xs + 18x4y + 12x5y + lOx6y)z4 + 8x8r. 
To obtain an explicit relation for gN(X, y,z) we first form the polynomials 

h (x,y,z,1J) = f gN(X,y,z)1JN = 1J dr((1J)) , 
N= 1 1J 

where 

r(1J) = - gl + 1J ( - gz + gl(2x2z + y3lJ + 1JZ{ - g3 - gz(2xZz + y3) + gl[2yx + xyZ - 2x1y3zlJ 

and 

+ 1J3{ -g4 +g3(2rZ+ y) +gz[2y+xT - 2ryJz+gl[ -x6r +x1yz2 +zy4 +.itx - 2xy) -q]} 

+ 1J4{ - gs + gi2rz + Y) + g3[2yz + xTz - Wz] + gz[ - X6r + r%' + zy4 + r(x - 3ri) - zxY] 
+ gl[x6yr + (.i3 - 2yx4~ +.it - 5ry4 + 4;0/ + 2xlyS - y2)]} + 1Js( - g6 + gs[2rz + y) + g4[2yz + xzy2 - Wz) 

+ g3[ X6r + x1yz2 + zy4 + r(x - 2xy) - q) + gz[x6yr + r(r - lJ'x4) + ( - 5q4 + 4;0/ + 2rY -i)r) 

+gl[(XY - 3ry + W -xy~ + (r +x'1- ~y)t*]l + 1J6( -g6 +gs[2rz+ yl +g4[2yz+xTz -WZ) 

+ g3[ - X6r + r%' + zy4 + r(x - 2ry2) - q] + gz[X'Yr + r(.i3 - 2yx4) + r( - 5r1 + 4;0/ + 2ry -i)) 

+ gl[r(x'Y - 3ry + 3ry2 - xy) + z4~ + x'1- 2x6y)]}. 

d(1J) = - 1 + 1J{2x2z + y3J + 1JZ{z(2y + xy2 - 2xly3)} + 1J3[ _X6
Z
3 + x 2zZy + zy4 + (x - 2x3y z)zz - zxy5J 

+ 1J4 (X6y3r + r(x3 _ 2yx4) + zz( 5XZy4 + 4xy3 + 2x3y - yZ) 1 
+ 1J5{r(x4y4 3X3y3 + 3xZyZ -xy) +Z4(X5 +X7yZ - 2x6ylJ 

+ 1J6{ z4(4x6y4 - 6x5y3 _ X7y5 + 4X4 - x3y) j. 

Using a partial fraction expansion of h (x,y,z,1JJ we obtain 
6 

gN(X, y,z) = L KJRJ N, (32) 
]=1 

where the Kj's are constants and the Rj's are the reciprocals 
of the roots of d (1J). If1JI is the smallest root, then, as N-+OCJ, 
Eq. (32) becomes 

gN(X, y,z)~IR f, 
where R 1- 1= 1JI' 

(33) 

i 
where 

or 

() _ ~:=o qfN,q(X,y~ 
q N - N ' 

~q = 0 gN(X, y,z) 

(qN) =Z alngN . 
az 

Now, from Eq. (33) and the fact that 

(27) 

(28) 

(29) 

(30) 

(31) 

(35) 

(36) 

«()= lim «()N= lim «()N-I = lim (O)N_Z +"', 
N~QO N-co N_oo IV. COVERAGE 

We may determine the expectation of (), the coverage, 

«()N = (q)NIN, (34) 
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(37) 

(where the limit is taken as both Nand q increase in such a 
way that the ratio () -ql N remains constant), we have 
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(0)= _!....a7J1 
'171 az 

(38) 

Using d ('17) to find a7Jlaz, we have 

(0) = l:J = I Qj(x, y,z)7Jj 

l:J = I jbj(x, y,z)7Jj , 
(39) 

where 

QI(X, y,z)=lx2z, 

Q2(X, y,z)==z(2y + xy2 _ lx2y3), 

Q3(X, y,z)==z[ - 3x6r + lx2yz + y4 

+ 2z(x - lx3y2) _ xyS], 

Q4(X, y,z)==z[3Z2X6y3 + 3r(x3 - 2yx4) (40) 

+ 2z( - 5X2y4 + 4xy3 + lxY _ y2)], 

Qs(x, y,z)==[3~(X4y4 - 3X3y3 + 3x2y2 - xy) 

+ 4Z4(XS + x7y2 _ lx6y)], 

Q6(x,y,z)=4z4(4x6y4 _ 6xSy3 _ x7ys + 4x4y2 _ x3y), 

bl(x,y,z)=lx2z + y3, 

b2(x, y,z)=(2y + xy2 - lx2y3)z, 

b3(x, y,z)==( - X6~ + x2yr + zy4 

+ r(x - lx3y2) - zxyS), 

b4(x, y,z)=[X6y3~ + (x3 - lx4y~ 

+ r( - 5X2y4 + 4xy3 + lxY _ y2)], 

bs(x, y,z)==[Z3(X4y4 - 3X3y3 + 3x2y2 - xy) 

+ Z4(XS + X 7y2 _ lx6)], 

b6(x, y,z)==z4(4x6y4 _ 6xSy3 _ x 7ys + 4x4y2 _ x3y). 

(41) 

If we let y = 1, x = 1, and z = 1, with no interaction 
energy and no chemical potential, then 

(0) = 0.606 492711, 

which agrees with a previous result. 2 Figure 7 is a plot of (0 ) 
versus the In z for several values of x. 

V. OCCUPIED NEAREST-NEIGHBOR DENSITY 

Now we shall calculate the expectation of 0 II' where 

Oil = nll /(3N - q - 2). (42) 

~ 4 ~ ~ 0 4 
Log(Z) 

FIG. 7. The coverage as a function oflog z for various values of x. 
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Thus, 

(Oil) = [l/(3N - q - 2)](n ll ) , 

with 

l::=o l:nll nllA [N,q,nwnoo ] xnll ynooz'l 
(nil) = ---=--....:..:.....---------

l::=o l:"" A [N,q,n w noo ]x"" y"ooz'l 

(nil) =X a(lngN) , 
ax 

and 

gN =KIR/. 

We have 

lim (Oil) = _ (XN) (a7J1) ( 1 ) . 
N_oo '171 ax 3N - q 

Finally, using d (7Jd = 0, we may find (Oil) 

(43) 

(44) 

(45) 

6 j 
(0 ) = _x_ l:j= I cj (x,y,z)7J (46) 

II 3 - 0 l:J= I jbj(x, y,z)7Jj , 

where O=qIN, and 

cl(x, y,z)=4xz, 

c2(x, y,z)==z( y2 - 4xy3), 

c3(x,y,z)= - 6xs~ + lxyr +r(1 - 6x2y2) _zys, 

c4(x,y,z)~(6xSy3 + 3x2 - 8yx3) 

+ r( - lOxy4 + 4y3 + 6x2yS), (47) 

cs(x, y,z)~(4x3y4 - 9X2y3 + 6xy2 - y) 

+ z4(5x4 + 7x6y2 _ IlxSy), 

c6(x, y,z)==z4(24xSy4 - 30X4y3 - 7x6ys 

+ 16xY - 3x2y). 

Note Fig. 8 for a plot of ( 0 II) vs (0 ), for several values of x. 

VI. CONCLUSION 

We have determined exactly the recursion relation that 
generates the number of ways of having q dumbbells on a 
2 XN array, such tht there are noo vacant pairs and nil occu­
pied nearest-neighbor pairs. We have calculated the grand 
canonical partition function, which enabled us to find the 
coverage and occupied nearest-neighbor density. We also 
provide plots of coverage as a function of the various activi­
ties and the nearest-occupied-neighbor density versus cover­
age. 

1.0 

.8 x=v • 

. 6 
(911) 

.4 

.2 

0 
0 .2 .4 .6 .8 1.0 

(9) 

FIG. 8. The occupied nearest-neighbor density as a function of coverage for 
various values of x. 
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It should be noted from Eqs. (38) and (45), that all the. 
statistically relevant quantities can be calculated from the 
determinant of the shift operator matrix [see Eq. (18)]. We 
make the association of x, y, z, and", with R, S, T, and U, 
respectively, and thereby obtain d (",), the denominator of 
h (x, y,z,,,,) [see Eq. (29)). From d (",) we may determine (0 ) 
and (Oll) by implicit differentiation. Equation (38) becomes 

(8) = + {Z(adlaZ)} , 
",(adla",) '1='11 

and Eq. (45) may be written 

821 J. Math. Phys., Vol. 26, No.4, April 1985 

(Oll) = + {X(ad lax)} (_1_) . 
",(ad la",) '1 = '11 3 - 0 
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Second- and third-order Lie-Backlund transformations of the massive Thirring model are 
computed by symbolic integration. 

I. INTRODUCTION AND GENERAL 

In two recent papers, Gragert et al. I and Kersten and 
Gragert2 demonstrated how the infinitesimal symmetries of 
certain partial differential equations can be computed in a 
semiautomatic way using symbolic integration. 

defined as the following system of partial differential equa­
tionsfortheunknownfunctionsul(x,t ),vl(x,t ),U2(X,t ),v2(x,t): 

These symmetries have to satisfy the condition 

.!f v C I, (Ll) 
where Vis a vector field, .!f v denotes the Lie derivative with 
respect to the vector field V, and I denotes a closed ideal of 
differential forms describing the partial differential equa­
tion.3 

Using the local jet bundle formalism,4 (1.1) can be gen­
eralized to Lie-Backlund transformations which have to sa­
tisfy 

.!f v(D ""I) CD"" I, (1.2) 

where D"" I is the infinitely prolonged ideal in the jet bundle 
Joo obtained by total partial differentiation. 

Now if 
.!f v (I) CD"" I, (1.3) 

then, since the total derivative fields Dx ,Dt commute, V sat­
isfies (1.2); i.e., condition (1.3) is equivalent to condition (1.2). 

Moreover, due to the commuting of these vector fields, 
and since Dx ' D t satisfy (1.2) in an obvious way, we can 
restrict our search for Lie-Backlund transformations to ver­
tical vector fields.4 

It can be shown that, assuming the first component of 
such a vector field depends on x,t, ... ,u; [i = (il,i2), 
Iii = i I + i2 = k], i.e., is dependent on the variables up to the 
k th order derivatives in J"" , (1.3) reduces to the condition 

.!f vI C DkI, (1.4) 
leading to conditions equivalent to those of Anderson and 
Ibragimovs (pp. 62 and 63). 

Condition (1.4) results in an overdetermined system of 
partial differential equations for the defining coefficients of 
the Lie-Backlund transformation V. 

In Kersten6 the method of determining Lie-Backlund 
transformations is demonstrated for Burgers' equation, 
leading to results which are in agreement with those of Vi no­
gradov.7 

In Sec. II Lie-Backlund transformations for the mas­
sive Thirring model8 are computed. In the derivation of the 
results, which seem to be new, we introduced a grading of the 
equations. For more details of the computation we refer to 
Kersten. 6 

II. LIE-BACKLUND TRANSFORMATIONS FOR THE 
MASSIVE THIRRING MODEL 

We shall establish the existence of Lie-Backlund trans­
formations for the massive Thirring model, which can be 

aU I aU I 2 2) 
- -+-=mV2-(U2 +V2 VI' 

ax at 

aU2 aU2 2 2 -a + - = mVI - (u I + VI )V2' 
x at 

aV I au l 2 2) - - -=mU2-(U2 +V2 u l , 
ax at 

The ideal I in 

describing (2.1) is generated by the four one-forms 

a l = dU I - ulxdx - G (ll)dt, 

a2 = dU2 - u2x dx - G (21)dt, 

a 3 = dV I - vlxdx - G(31)dt, 

a 4 = dV2 - v2x dx - G(41)dt, 

where G (11 ), ... ,G (41) are defined by 

G(l1)=uJx +mv2-(u~ +V~)VI' 

G(21) = - U2x + mVI - (ui + vi)v2, 

G(31) = Vlx - mU2 + (u~ + V~)UI' 
G(41) = - V2x - mU I + (ui + vi)u2. 

The 2 times prolonged ideal D 21 in R 18 is given by 

as = du\x - u\xxdx - G(12)dt, 

a6 = du 2x - u2xx dx - G (22)dt, 

a 7 = dv\x - vlxxdx - G (32)dt, 

a 8 = dv2x - v2xx dx - G (42)dt, 

a 9 = du lxx - ulxxxdx - G(13)dt, 

a lO = du2xx - u2xxx dx - G (23)dt, 

all = dv lxx - vlxxxdx - G(33)dt, 

an = dv2xx - v2xxxdx - G(43)dt, 

(2.1) 

(2.2) 

(2.3) 

(2.2) 

(2.4) 

where the coefficients G ( .. ) are derived by total partial dif­
ferentiation ofG(11),G(21),G(31),G(41) with respect tox. 

Now, the vector field 

V = F(3)au, + F(4)au, + F(5)av, + F(6)av, + pr, 
(2.5) 
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where "pr" represents the prolongation of V4
, is a Lie-Back­

lund transformation for (2.1) if 

(2.6) 

which leads to an overdetermined system of2 X 4 = 8 partial 
differentialequationsforF(3),F(4),F(5),andF(6),thedefining 
coefficients of the vector field V (2.5). 

Ifwe want to search for the vertical vector fields equiva­
lent to the classical symmetries of (2.1), we require 
F(3), ... ,F(6) to be dependent on x,t,ul""'Vlx' 

A straightforward computation then leads to the fol­
lowing four symmetries: 

Xi =x:au , +x:au, +xiaUl +x7au, (i= 1, ... ,4), 

where 

X~ =!( - mV2 + vl(ui + vi)). 

x1 = !(2ulx - mVl + v2(ui + vi)), 

x~ = !(mu2 - u1(ui + vi)), 

x~ = !(2Vlx + mUI - u2(ui + vi)); 

x~ = !(2u lx + mV2 - v1(ui + vi)). 

x~ = !(mv1 - v2(ui + vi )), 

x~ = !(2v1x - mU2 + u1(ui + vi)), 

x~ =!( - mUt + u2(ui + vi)); 

x~ = U1x(X + t) + mv~ + !U t - v1(ui + vi)x, 

Xj = Ulx ( -x + t) + mVIX - !U2 - v2(ui + vi)x, 

x~ = V1x(X + t) - mu~ + !V t + ul(ui + vi)x, 

x~ = Vlx ( -x + t) - mu1x - !V2 + uz(ui + vi)x; 

In order to find Lie-Backlund transformations for (2.1) 
we introduced a grading for (2.1) in the following way: 

deg(x)= -2, 

deg(t) = - 2, 

deg(ud = deg(uz) = deg(v1) = deg(v2 ) = 1, 

deg(m)=2. 

By (2.8) each term in (2.1) is of degree 3. 

(2.8) 

Now, since the total partial differentiation operators 
are graded deg(Dx) = deg(Dt ) = 2, solutions of the Lie­
Backlund symmetry condition are graded correspondingly. 

We introduce the following notation: 

(2.9) 

In the search for Lie-Backlund transformations we did not 
construct the general solution of the overdetermined system 
of partial differential equations but restricted our search to 
those, induced by (2.8) and (2.9), which motivated us to seek a 
solution in the following way: 
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F(J): = [U]xx + ([uj2 + [m])[ulx 

+ ([uP + [m][up + [mj2[uJ) (J = 3, ... ,6), 
(2.10) 

i.e., a vector field whose defining coefficients are of degree 5. 
In fact, we only introduced the maximal power of the 

coefficient of [u]x, i.e., [U]2, and the maximal power of [u), 
i.e, [U]5, into the overdetermined system of partial differen­
tial equations.6 

Using an integration package,2 we found two Lie-Back­
lund· transformations XS,x6 given by 

X~ = !(2ulx ( - m + 2V1V2) - 4VlxU2V1 - mv2(R I + R2) 

- 2mvtR + vt(R i + 2R 1R2)j, 

X~ =!{ - 4V2xx + 2Ulx( - m + 2U 1U2) 

+ 4Ulx(R I +R2)+4vlxu2vl-mvl(RI +R2) 

- 2mv2R + v2(R i + 2R lR2) l, 
(2. 11 a) 

xg = !{2vlx ( - m + 2u.u2) 4UlxU1V2 + mUZ(R I + R2) 

+ 2mu iR ut(R i + 2R tR2)}, 

X~ = !(4u2xx + 2Vlx! - m + 2VtV2) 

ana 

X! = 1I4VIXX + 2ulx ( - m + 2U.U2) 

+ 4u1x (R I + R2) + 4Vlx U1V2 

+ mv2(R I + R2) + 2mviR - v1(R i + 2R 1R2)}, 

X: = 1I2Ulx( - m + 2v1vZ) - 4Vtx U1V2 + mv1(R l +Rz) 

+ 2mv2R - v2(R i + 2R lRz) l. 
(2.llb) 

X~ = 11 - 4u1xx + 2Vlx( - m + 2v1vZ) + 4vtx (R l + R2) 

+ 4UlxU2Vl - mUZ(R I + R2) - 2mutR 

+ ut(R i + 2RtRz)} , 

X: = !(2v!x( - m + 2u 1uZ) - 4utx uZv1 - mUl(RI +Rz) 

- 2muzR + uz(R i + 2R lR2) l, 
whereas in (2.11a) and (2.11b) 

R=u1uZ+VIV2' R1=ui+vi, R2=ui+vi· 
(2.12) 

In order to find the third-order Lie-Backlund transforma­
tion we have to prolong the ideal D z I once more. 

In the search for third-order results we restricted our­
selves to vector fields whose defining coefficients are sche­
matically given by 

F(J) = [u]xxx + (lu]z + [m])[u]xx + [u][u]; 

+ ([U]4 + [u]Z[m] + [m]2)[u]x 

+ ([uP + [uj5[m] + [u]3[m]2 + [u] [m]3) 

(J: = 3:6). (2.13) 
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After a massive amount of computations we obtained two additional Lie-Backlund transformations X7,xg; i.e., 

X~ = it 8U2xx U2Vl + 4v2xx (2vlV2 - m) - 4ui.,vl + 4u2x (m(R I + Rz + vi + vi) - 3vlvZ(R I + R2 )) - 4vi.,vl 

+ 4v2x ( - (UlVI + u2vZ)m + 3uZvl(R I + Rz)) + 4ulxmR - 2mZvl(R I + Rz) - 4vzm2R + 4vlmR (Rl + 2R2) 

+ v2m(R i + 4R lRz + R~) vl(R ~ + 6R iRI + 3R2R ill, 
X~ = it 8u2xxx + 12v2xx (R I + R2) + 8u lxx UlV2 + 4v lxx (2v lV2 - m) 12ui.,v2 + 24u2x V2x U2 

+ 2u2x (lOmR - 3R i - 12RlR2 - 3R i) + 12vt,v2 + 24v2x Ulx Ul + 24v2xVlxVI + 8U~xV2 
+ 4Ub;(m(R I + R2 + ui + u~) - 3U lU2(R I + R2)) + 8V~xV2 + 4VlAm(UlVI + U2V2) - 3U2VI(R1 + R2)) 

- 4m2vlR - 2m2v2(Rl + R2) + mv1(R i + 4RIR2 - R i) + 4mV2R (R2 + 2R 1) - v2(R ~ + 6R iR2 + 3R lR ill, 
(2.14) 

X~ = it - 8V2xxV2Ul - 4v2xx (UlU2 m) + 4vt,u l + 4v2x(m(RI + R2 + ui + ui) 3UlU2(RI + Rz)) + 4ui.,u l 

+ 4u2x ( - (UlVI + u2v2)m + 3V2U1(R J + R2)) + 4vlxmR + 2m2ul(RJ + R2) + 4u2m2R 

- 4u lmR (Rl + 2R2) - u2m(R i + 4RlR2 + R i) + ul(R ~ + 6R ~Rl + 3RzR m, 
X~ = it 8v2xxx - 12u2xx (R I + R2) + 8v1xx U2Vl - 4u lxx (2u lU2 - m) + 12vt,u2 - 24u2x V2x V2 

+ 2v2x(lOmR - 3R i - 12RIR2 - 3R i) - 12ui.,uz - 24u2xV1xVl + 24u2xUlxUl - 8vixU2 

+ 4Vb;(m(R I + R2 + vi + v~) - 3VlV2(R I + R2)) - 8uix U2 + 4Ub;(m(U IVI + U2V2) - 3UIV2(RI + R2)) 

+ 4m2uIR + 2m2u2(RI + R2) - mul(R i + 4RIR2 + R i) 
- 4mU2R (R2 + 2R I) + u2(R i + 6R iR2 + 3R IR ill. 

whileX~ (i = 3, ... ,6) can be derived fromX~ (j = 3 •... ,6) by 
the transformation6 

(Rc-+R2' R2-RI, R_R) 

in the following way: 

X~ = - T(X~); X; = - T(X~); 

X~ = - T(X~); X~ = - T(X~). 

III. THE LIE ALGEBRA STRUCTURE OF THE LIE­
BACKLUND TRANSFORMATIONS X7, •••• XS 

(2.15) 

(2.16) 

The Lie bracket for the vertical vector fields Xi' defined 
by 

Xi =xfau , +x1au, +x;av, +x~av, +pr. (3.1) 

is given by 

[Xj,xd 1 =Xj(XlJ-Xk(X]) (1 = 3, ... ,6). (3.2) 

In (3.2) only the au, , ... ,av, components of the commutator of 
two vector fields are defined, while the other components are 
derived by total differentiation4

• 

Computation of(3.2) for the vector fieldsX1 .... ,xg. given 
in (3.1), (2.11), (2.14), and (2.16) results in the following non­
zero commutators: 

824 

[XI,x3] = Xl' [XZ,x3] = - X2• 

[X3,x~d = - 2Xs - (m2/2)X4 

[X3,x6] = 2X6 - (m2/2)X4' 

[X3,x7] = - 3X7 + m2(XI + X2 ), 

[X3,xg] = 3Xg - m2(XI + X2 ). 

J. Math. Phys., Vol. 26, No.4. April 1985 

(3.3) 

Transformation of the basis-vector fields of the Lie algebra 
by 

Ys = Xs + (m2/4)X4; Y6 = X6 - (m2/4)X4; 

Y7 =X7 - (m2/2)Xl - (m2/4)X2; 

Yg =Xg - (m2/4)Xl - (m2/2)X2' 

(3.4) 

then leads to Table 1. From (3.3) and Table I we see 
[Yi,lj] = 0 (iJ = 1,2,5.6.1.8); i.e., the Lie-Backlund trans­
formations commute. 

IV. CONCLUSION 

By symbolic integration and grading of (2.1) we ob­
tained second- and third-order Lie-Backlund transforma­
tions for the massive Thirring model. 

TABLE I. Commutators of Y" ... , Y •. 

j~ 

[ Y"Yj 1 Y, Y2 Y3 Y. Ys Y6 Y, Y. 

Y, * 0 Y, 0 0 0 0 0 
Y2 * - Y2 0 0 0 0 0 
Y3 • 0 -2Ys 2Y. -3Y, 3Y. 
Y. • 0 0 0 0 
Ys * 0 0 0 
Y. • 0 0 
Y, * 0 
Y. • 
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We search for smooth and time-independent finite-energy solutions to Yang-Mills-Higgs theory 
with an arbitrary compact gauge group. Excluding the monopole solutions which have been 
studied before, we concentrate on configurations with no long-range fields, which include the 
saddle points corresponding to noncontractible (hyper-) loops. It is shown that if the radial 
dependence of the fields is factorized, only one solution satisfies all these conditions. This solution 
is the one which has been studied before by Dashen, Hasslacher, and Neveu and by Boguta, and 
whose existence has recently been proved rigorously. Formulas for the asymptotic behavior of 
this solution are given. 

I. INTRODUCTION 

Classical lumps, i.e., smooth and nondissipative finite­
energy solutions, are very interesting objects from a math­
ematical point of view. As long as the corresponding quan­
tum field theory is missing, they also provide one of the few 
clues to an understanding of the nonperturbative sector of 
gauge field theories. Recently, Manton l has argued that the 
existence of noncontractible loops of finite-energy configu­
ration in the classical, bosonic Weinberg-Salam theory 
probably implies the existence of an unstable classical lump 
and the breakdown of perturbation theory in the Te V region. 
Since many gauge models have noncontractible (hyper-) 
loops2 and therefore, in this sense, nontrivial topology, we 
search for the corresponding saddle points, restricting our 
attention to time-independent fields whose radial depen­
dence is factorized. The time independence guarantees that 
the solution is nondissipative. Separability of the Ansatz 
seems to be necessary to separate the equations, solve the 
angular equations, and prove existence of a solution of the 
radial equations. 

Configurations which satisfy all these conditions and 
furthermore have long-range fields, have been studied by 
Shankar,3 by Michel et al.,4 and by O'Raifeartaigh and 
Rawnsley.s These authors find different solutions for a 
(2n + I)-tuple (n = 1,2, ... ) of real Higgs fields, thus general­
izing the 't Hooft-Polyakov monopole solution6 which is the 
first in this series. For configurations which do not have 
long-range fields and therefore do not describe magnetic 
monopoles, at least one more finite-energy solution has to be 
added. This solution, with a complex Higgs doublet, has 
been studied by Dashen et al.7 and by Boguta,8 and its exis­
tence has recently been proved rigorously.9 Boguta argues 
that this solution is responsible for the anomalons produced 
in heavy-ion collisions. The purpose of this paper is to extend 
the analysis of Michel et al.4 to configurations with no long­
range fields and find out whether the solution just mentioned 
is also the first in a whole series of saddle points. 

To this end, we separate the equations of motion into 
equations for angular and radial functions. Because this is 
simple and illustrative and makes the paper self-contained 
we go through the derivation instead of specializing the for-

alFeodor Lynen Fellow of the Alexander von Humboldt Foundation. 

mulas of Michel et al., 4 which up to this point are still general 
and thus contain the case of no long-range fields. We then 
solve the angular equations in this case and find that they 
have only one solution. This proves the uniqueness of the 
classical lump with a complex Higgs doublet under the con­
ditions of time independence, finite energy, separability, and 
vanishing long-range fields. We end our discussion by ex­
tracting the asymptotic behavior of this classical lump from 
the radial equations. 

II. SEPARATION OF THE YANG-MILLS-HIGGS 
EQUATIONS 

We consider gauge theories with arbitrary compact Lie 
group G and Lagrangian density 

!f = - AF;vF~v - !(DJl.r/J )T(DJl.r/J) - V(r/J) (2.1) 

f,u, v = 0, 1, 2, 3, metric diag ( + 1, - 1, - I, - 1)]. The 
gauge fields are defined as 

(2.2) 

in terms of the potentials A Jl. = A ; l' a' which belong to the 
adjoint representation given by the antisymmetric matrices 
l' a' The matrix elements of l' a are the structure constants of 
G: 

(2.3) 

Without loss of generality we assume that the Higgs 
fields r/J belong to an arbitrary real (not necessarily irreduci­
ble) representation of G. For an I-tuple of complex Higgs 
fields this amounts to formulating the theory in terms of the 
corresponding 2/-tuple of real Higgs fields. We denote the 
antisymmetric matrices of the representation to which r/J be­
longs by ta and define the covariant derivative by 

(2.4) 

with coupling constant e. Furthermore we assume that the 
potential V (r/J ) in (2.1) is a fourth-degree polynomial in r/J 
which is bounded below and invariant under G, and that all 
the group invariants in V (r/J ) tend to finite constants for large 
r. 

From the Lagrangian density (2.1) we derive the Yang­
Mills-Higgs equations 

(2.5) 
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DI"FVI":=aI"FVI"+e[AI",FVI"] = -et/JTtaDvt/JTa. 
(2.6) 

We seek regular static finite-energy solutions to these equa­
tions with Ao = 0 for which the radial dependence of the 
fields is factorized in the Coulomb gauge aiAi = O. In parti­
cular we assume that 

To reduce the equation of motion (2.6) for our Ansatz we 
use the condition (2.16) and obtain 

,-2K" ainn- I 

= !K(K - 2),-2 [aj(ainn -I), ajnn -I] 
+ lK(K - 2)2,-2 [ ajnn -I, [ainn -I, ajnn -I]] 

-h 2K(tp'lW Tta aiWtpo)Ta • (2.22) 

lim t/J (r, w) = V cIP (w) 

and 

(2.7) For the at(w), which are orthogonal to the at(w), this equa­
tion implies 

lim erAi(r, w) = ai(w) (2.8) 
T'-+oo 

exist which is compatible with the finite-energy condition. 
Then Itpl2 = 1 holds without loss of generality because the 
group invariant It/J 12 was assumed to tend to a finite constant 
at infinity. Together with the separability condition this 
leads to the Ansatz 

t/J (r, w) = [h (r)/er]tp (w), Ill' 12 = 1, (2.9) 

Ai(r, w) = 1[2 - K (r)]I2erJai (w), 

with the boundary conditions 

lim [h (r)ler] = Vo, lim K(r) = o. 

For nonvanishing fields 

(2.10) 

(2.11) 

/;j = r aiaj - r ajai + [aiaj ] + xjai - xiaj (2.12) 

on the sphere at infinity, all regular finite-energy solutions of 
the form (2.9) and (2.10) have been found.4 We can therefore 
restrict our attention to the case/;j = O. In this case, ai can be 
written 

~(K - 2),-2 trlatTb [aj(ainn -I), ajnn -I] J 

+ lK(K - 2)2,-2 trlatTb [ajnn -I, 

X [ainn -I, ajnn -I]] J 

- h 2K (tpo TWTta ai Wtpo)tr(atTb Ta) = o. (2.23) 

Since h goes like r asymptotically and the different pow­
ers of K are linearly independent functions for non vanishing 
K, we conclude from Eq. (2.23) that their rindependent coef­
ficient functions vanish. This is true for all orthogonal at(w) 
and therefore 

-,-2 aj aj(rainn -I) = r[ aj(ainn -I), ajnn -I] 

= L (L + l)r ainn -I, (2.24) 

(ajaj)~a~Tb = r[ ajnn -I, [ainn -I, ajnn -I]] 
= (Y/N)rainn -I, (2.25) 

(tp'lWTtarai WtpO)Ta = - [1(1 + l)1y]rainn- 1 

(2.26) 

follows. Here we have written the coefficient functions also 
in a different form to show thatL = 0,1,2, ... , andN> 0 hold. 
We have that Y is positive because 

ai = -r(ain)n-I, n(w)eG. 

Using the finite-energy condition in the form 
(2.13) Y = _ (1/~),-2 tr(ainn -Iainn -I), tr(TaTb) = - ~8ab 

(2.27) 

r aitp + attbtp = 0, (2.14) 

we conclude that 

tp(w) = W(w)tpo, - rai W= attb W (2.15) 

holds. Our choice of gauge furthermore yields 

ai ain - (ain )n -I(ain ) = o. (2.16) 

The Ansatz (2.9), (2.10), (2.13), (2.i5), and (2.16) reduces 
the equation of motion (2.5) to 

- JhK 2(L 2W)tpO = [,-2h" - -i,-2hU(h fer)] Wtpo, (2.17) 

where Li is the orbital angular momentum operator 

Li = - EijkXjak, L 2 = LiLO (2.18) 

and U is of the form4 

U(h/er) = (h/er- Vo)(~h/er+ Vol, (2.19) 

with a dimensionless parameter u> 1. Equation (2.17) yields 
for nonvanishing K 

L 2Wtpo = -1 (1 + I)Wtpo, 1 = 0, 1,2, ... , (2.20) 

(2.21) 

For G = SU(2) and a four-tuple of real Higgs fields, Eq. 
(2.20) is enough to show that I = 0, 1 and that there is only 
one nontrivial solution. 10 In our general case we also have to 
consider Eq. (2.6). 
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follows from 

,-2(tp[WTta aiWtpO)tr(ainn -ITa) = -~tp'lWTL2Wtpo 
(2.28) 

and (2.20). 
So far, we have three different sets (L, N, Y) offunctions 

of w for i = 1; 2, 3 in Eqs. (2.24H2.26), whose index i we have 
suppressed. Using these equations we therefore can derive 
from (2.22) three equations 

,-2K" = ¥- (L + 1)K(K - 2)[1 + (Y/2NL (L + 1))(K - 2)] 
+ h 2K(I(1 + l)1y) (2.29) 

for the radial functions K and h. Taking the difference of 
each pair of equations (2.29) and using the linear indepen­
dence of the different powers of K again, we derive first that 
the three different sets (L, N, Y) are the same. By subtracting 
Eq. (2.29) at w = WI from the same equation at w = W2 we 
conclude second that (L, N, Y) are independent of w. This 
completes the separation of variables. What remains to be 
done is to solve Eqs. (2.20) and (2.24H2.26) for the angular 
functions and the Eqs. (2.21) and (2.29) for the radial func­
tions. 

III. SOLUTION OF THE ANGULAR EQUATIONS 

To solve the angular equations we first derive the condi­
tions that 
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u = - !L;a; = - (rI2)€ijkx; JjlJlJ -1 JklJlJ -1 

has to satisfy. Using this definition, the identity 

(L;Lj + r air Jj if(w) = (8ij - X;Xj)L Y(w), 

and Eq. (2.24), we find 

(3.1) 

(3.2) 

a; = [21L (L + I)]L;u. (3.3) 

Excluding only the trivial case, we assumeL #0 and u#O. 
Therefore, u satisfies 

L 2U = - L (L + I)u, L = 1,2, ... , (3.4) 

and can be expanded in terms of spherical harmonics Y;, (w): 
L 

Ua'Ta= L t~Y;,(w)'Ta' Im=(-Itt_ m· (3.5) 
m= -L 

Equations (3.3) and (3.4) yield, on the one hand, 

tr(a;aJ = [41L (L + I)]tr u2. (3.6) 

On the other hand, Eqs. (2.25) and (2.27) yield 

tr u2 = (v/SN)tr(a;a;) = - ,rv/SN. (3.7) 

Hence the number of free parameters is further reduced by 
the relation 

2L (L + 1) = vlN. (3.S) 

Using this relation, Eqs. (2.24) and (2.25), and the fact 
that the totally antisymmetric tensor €[ijk IVI vanishes for ev­
ery vector v, we derive 

ra;u + [a;.u] = -!L (L + I)€ijkxjak. (3.9) 

If we substitute for a; its expression (3.3) in terms of u, we 
obtain 

ra;u = [1/L(L + 1)] [u,L;u], (3.10) 

and are left with the task of solving Eqs. (3.7) and (3.10) for a 
u of the form (3.5). 

Up to an irrelevant factor 2, Eqs. (3.4), (3.7), and (3.10) 
for u are identical to the equations Michel et al.4 derive forf, 
which in our case is zero and trivially satisfies these equa­
tions. We can therefore use their analysis to determine u. 
The essential steps in this derivation are the following: We 
first solve Eqs. (3.7) and (3.10) for 

t~t~, = (- I)m[21TNL 2(L + if/(2L + I)]8m , -m" 

(3.11) 

and 

[(m' - m)IL (L + I)]Cabct~t~, 

= ( - w ~ 41T L( (JM ILLmm') 
2L + 1 J 

+ (JM ILLm'm»)f dw Y~t; a3 y;, 
M = -}l = m + m'. (3.12) 

(Cf. Ref. 11 and see, e.g., Ref. 12 for the definition of the 
Clebsch-Gordan coefficients.) We then define the projection 
operator 

p = 2L + 1 ~(_ l)mta t b , (3.13) 
ab 21TNL 2(L + 1)2~ m - m 

and show that the solutions ua span the (2L + 1 )-dimension­
al subalgebra projected out by Pab . Since it can also be shown 
that SO(3) is a group of automorphisms which acts irreduci-
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bly on this subalgebra, the subalgebra is SO(3) itself. Hence 
L = 0, 1 holds and the only nontrivial solution to Eqs. (2.24) 
and (2.25) is 

(3.14) 

We now have to solve Eqs. (2.20) and (2.26) for a; of the 
form (3.14). From (3.14), (2.16), and (2.20) follows 

(x;lJ2W(}?0 = W(l + 1) - t (t + 1)] W(}?o = : -/W(}?o, 
(3.15) 

where t is defined by 

t;l; = - tIt + 1)1, t = n12, n = 0,1,2... . (3.16) 

Equation (3.15) shows that there are not solutions for all t. 
For t = 1, e.g., the eigenvalues of (x;t;)2 are - 1 and 0, 
neither of which can be expressed in the form I (I + 1)14 - 2 
with integer I. 

To find further conditions, we take the derivative t; a; 
ofEq. (3.15). Using Eq. (2.15) we obtain 

[1-2t(t+ I) + 2/]x;t;W(}?0=0. (3.17) 

Thus, W(}?o is either an eigenvector of x;f; with eigenvalue 
zero, in which case 

rtj aj(Xjtj W(}?o) = tIt + I)W(}?o = 0, 

and therefore t = 0 holds, or for/ # 0, 

1= I, /=t(t+ I)-! 

(3.IS) 

(3.19) 

follows. For integer t, this condition cannot be satisfied. 
For half-integer t = (2n - 1)12, the condition that -/ 

is an eigenvalue of (X;lj)2 of the form (3.19) reads 

m = !(2n - 1 ± ~4n2 - 3) = 0, 1,2, ... , n - 1. (3.20) 

This condition can only be satisfied for m = n - 1 = O. In 
this case, we can use the identity 

t;tj = - ~8ij + !€ijkfk 

to prove 

(3.21) 

(}? = 2X;fj(}?o. (3.22) 

We have thus shown that the Ansatz of Dashen et aU and 
Boguta8 is the only one which is compatible with the condi­
tions oftime independence for Ao = 0, finite energy, separa­
bility, and vanishing/ij' 

The angular equation which is left for us to discuss is 
(2.26). Equation (2.26) yields 

EijkXj((}?6WTtatk W(}?o) = 0, a = 4,5, ... , (3.23) 

i.e., all currents corresponding to generators other than the 
three generators t; ofthe SO(3) subalgebra vanish. If we can 
allow for different coupling constants in our theory these 
currents can of course also vanish because the corresponding 
coupling constants are zero or because the complex Higgs 
doublets come in pairs with opposite coupling constants. 
None ofthese conditions hold for the standard electroweak 
model13 without fermions. In fact, for the generator of weak 
hypercharge to, Eq. (3.23) implies 

((}? 6totj(}?0) = 0, (3.24) 

and finally (}?o = O. This argument can be generalized to 
grand unified theories. 
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IV. ASYMPTOTIC BEHAVIOR OF THE SOLUTION TO 
THE RADIAL EQUATIONS 

We are now only left with a discussion of the two radial 
equations 

12K" = K (K - 1 )(K - 2) + !h 2K, (4.1) 

rh" = ~2h + (A le2)(h - eVo1')(ifh + eVo1')h. (4.2) 

These equations have a solution which minimizes the energy 

E = 41rVo {CO ds {s2(dK)2 
e Jo S2 ds 

+ ~(sdh _ h)2 + ~K2(K _ 2)2 
2 ds 2 

+ ~h 2K2 + A2 V(if, s, h)}, s = eVo1', (4.3) 
4 e 

in the topologically nontrivial sector of the submodel given 
by (4.3) (see Ref. 9). A numerical analysis suggests that this 
solution is the only one with finite energy. 10 

Since we do not know this solution in closed form we 
want to study here its asymptotic behavior. At the origin, all 
derivatives of K and h exist9 which permits us to write K and 
h as Taylor series: 

CO co 
K = 2 + L Kmr'", h = L hmr'"· (4.4) 

m=2 m=2 

The coefficients h2 and K2 are determined by the asymptotic 
behavior at infinity. The other coefficients (m > 2) are given 
by the recursion relations 

K = 1 [~(3K K 
m m(m _ 1) _ 2 m .. ~>2 m, m, 

+~h h )8 2 "'. "'2 m.m,+m2 

+ L (Km,Km, 
m,.m2.m3>2 

+ ~ hm,hm,)Km,8m.m,+m,+m,], (4.5) 

h = 1 [2 ~ K h 8 
m (_ 1) _ 2 £.., "'."'2 m."',+m2 m m m,.m,>2 

+-2
1 L Km,Km,hm,8m.m,+m,+m, 

m.,m2.m3>2 

+ ~{if L hm,hm,hm,8m.m,+m,+m, 
em,. "'2' ",»2 

+(l-if)eVo L hm,hm,8m.m,+m,+1 
m.,m2>2 

- e2V~hm_2)]' (4.6) 

Notice that all odd terms vanish for if = 1. 
As in Ref. 12, we can prove here by induction that 

IKm I <Mm/(m + W, Ihm I<Mm(m + 1)2 (4.7) 

hold for sufficiently large M> 1. To estimate the sums in 
(4.5) and (4.6) we use inequalities of the following type: 

m-2 1 

m~2(ml + 1)2(m - m l + W 

i
m - 3/2 1 

< dx . 
3/2 (x + W(m - x + W 

(4.8) 

The inequalities (4.7) guarantee convergence of the Taylor 
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series (4.4) for r<. 11M. The Taylor expansions can therefore 
be used as a starting point for a numerical analysis. 

To derive asymptotic formulas for the behavior at infin­
ity we use the arguments and the theorems of Plohr. 14 First, 
we establish that for A #0, K and H = e V 01' - h vanish at 
infinity. The vanishing of K follows from the inequality 

+[K2(r) _ K2(ro)] <'2[LCO dr K'2Lco K~2 ]1/2 < 00, 

(4.9) 

which holds for rolarge enough to guaranteeH Ir;>~ for r;>ro. 
Since C ~H 2 is the leading term in the expansion of the poten­
tial V in the asymptotic region we can find a constant C> 0 
such that 

V(r);>CH2, r;>ro, (4.10) 
holds for large enough r o' Then 

L
co 

dr V;>C Lco dr H2 (4.11) 

shows that H is square integrable at infinity. Then so is dH I 
ds because dH Ids - H ISis square integrable for finite ener­
gy. This implies the existence oflimHOO H (r) and the vanish­
ing of H at infinity. 

To prove exponential decay for K and H we use Eqs. 
(4.1) and (4.2) which we write as 

(4.12) 

H" = [A(l +if)V~ +1](r)]H-g, g=(eVoI2r)K2. 
(4.13) 

Since K and 1] vanish at infinity, K and Hare of the form 

K - aexp( - ~e Vorl, ,-co 

H - /3exp( - min{~A (1 + 02), e} Vorl. (4.14) ,-co 
This even yields exponential decay for K and 1] which enables 
us to express the asymptotic behavior of K and H in terms of 
modified Bessel functions Kv of order v. 

The asymptotic behavior of K is 

K - a/iK3/2(~eV 01'), K' - - ~eV oK, (4.15) 
r-oo r_oo 

as Eq. (4.12) shows. To find the asymptotic behavior of H we 
have to solve the homogeneous equation corresponding to 
(4.13), construct from these solutions u ± a particular solu­
tion to (4.13), 

1 lco + dr' u+(r)u_(r')g(r'), 
2~A (1 + 02) Vo ' 

(4.16) 

and study its asymptotic behavior. This leads to (cf. Ref. 14) 

(a) h - eVor-/3/iK1/2(~A(1 + 02) Vo), r-+co 

h' - - ~A (1 + 02) Vo(h - eVor), e2>A (1 + if); ,-co 
(4.17) 
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(b) h - eVor- !a2K~/2(!eVor), 
,-'" 

h' - -eVo(h-eVor), e2=A(1 +~); (4.18) 
r-", 

(c) h - eVor - {ea2/2[A (1 +~) - e2] VolK~/2(!eVor), 
,-'" 

Here we had to distinguish the three cases e2 >A (1 + ~), 
e2 = A (1 + ~), and e2 < A (1 + ~). 

For A = 0, we cannot conclude from (4.11) that H is 
square integrable. We know however that H /r and therefore 
K and TJ vanish at infinity. Thus, 

K - ae - (1I2)eYo', h - e Vor + /3 (4.20) 

hold, and we can expand K and h in terms of exponential 
functions with polynomia1ly bounded coefficient functions: 

'" K(r) = I Km(r)e-(m+ l)y" 
m=O 

'" 

1 
r=-eVo, 

2 
(4.21) 

h (r) = I hm(r)e- my" ho = eVor +/3. (4.22) 
m=O 

Here, Ko = Ko exp( - rr) is the exponentially decreasing so­
lution to 

(4.23) 

which is Whittaker's equation ofthe second kind. The other 
coefficient functions can be found by solving recursively the 
differential equations 

K::' -2(m+ l)rK;" + [m(m+2)r- /3; _/3:~8]Km 

=(L+L)""h K ~ 
2....2. "'" m. m 2 m,m l +m2 

r r m,>l 

h::. -2mrh;" +m2rhm 

= _1_ "" K K h ~ 2' (4 25) 
2

_2 ~ m, m2 m, m,m,+m2+ m,+ . 
r mi' m 2, mJ>O 

Using these solutions the convergence of the series (4.21) and 
(4.22) can be proved by induction. Since all ofthis has been 
done in a similar case in Ref. 15, we omit the technical details 
here. 

v. CONCLUDING REMARKS 

We have proved that the Dashen-Hasslacher-Neveu­
Boguta solution is unique under certain conditions and we 
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have studied its asymptotic behavior. This type of solution 
only occurs in a very special model which may be relevant to 
nuclear physics. 8 Even if the model is relevant the instability 
of the solution9 casts some doubt on the relevance of the 
solution itself. As far as current models in particle physics 
are concerned, our analysis shows that no solution of this 
kind occurs in these models. 

We might therefore try to relax the conditions we im­
posed. Besides smoothness, time independence, and finite­
ness of the energy, these conditions were the vanishing of Ao 
and the separability of the Ansatz. If we start out with a 
non vanishing Ao, the finite-energy condition in the form 

(5.1) 

implies that qJ is an eigenvector to Ao with eigenvalue zero. 
This already excludes all Ao#O with half-integer eigenval­
ues, in particular the case studied in Sec. IV. It is therefore 
not very likely that we can find finite-energy solutions with 
nonvanishing electric field besides the dyon excitation of the 
monopoles mentioned in the Introduction. 

The problem of proving this conjecture rigorously as 
well as the discussion of nonseparable Ansiitze deserves 
further attention. Dashen et al.7 have given the Ansatz 

t/J = [fl(r)Xjuj + ifz(r)] (~), (5.2) 

Aj = a 1 (r)EijkXPk + a2(r)XjXpj + a3(r)uj . (5.3) 

Although this Ansatz is not separable in the sense of Eqs. 
(2.9) and (2.10) it is compatible with the equations of motion. 
It is not known whether it leads to a new finite-energy solu­
tion. 
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Weyl's gauge transformations in a general n-dimensional Riemannian manifold are extended 
from the conformal group to GLn(R ). The gauge-covariant field generalizing that of the Maxwell 
tensor is determined. The relationship between Weyl gauging and Yang-Mills gauging is 
developed. It is shown that the two processes are not equivalent, but can be made compatible. 

I. INTRODUCTION 

In order to unify the Einstein theory of gravitation with 
electromagnetism, Weyll proposed an extension of the coor­
dinate symmetry group of general relativity to include con­
formal mappings of the space-time. Although the proposed 
unification did not prove to be successful or convincing, the 
consequent introduction of the concept of gauge symmetry 
for the Maxwell theory turned out to be very fruitful and 
important. In our recent work2 we suggested a new applica­
tion of this conformal symmetry to facilitate the regulariza­
tion of the operators which occur when one seeks to quantize 
gravitation theory. However, the conformal freedom is too 
modest an extension to be adequate for that purpose. There­
fore, we have developed recently an enlarged gauge symme­
try for gravitation theory which is a natural and essentially 
unique extension of the Weyl gauge group. 

Once Weyl had introduced his conformal symmetry for 
the metric, it was natural for him to consider other geometric 
structures which transformed covariantly or remained in­
variant under such transformations. It is in this fashion that 
the vector potential and its related gauge transformation was 
introduced. As this ultimately proved to be the most lasting 
consequence of the W ey I theory, it became of interest to us to 
see whether similar geometric structures are available for 
our enlarged gauge group. In the present paper we shall 
show that this is indeed the case, and that the resulting fields 
are very intimately connected with those of electromagnetic 
theory. It is not clear at this point how the additional degrees 
of freedom which now occur are to be identified in the phys­
ical world. 

II. REVIEW OF THE WEYL FORMALISM 

From the geometric point of view, there is nothing spe­
cial in our generalization which singles out four-dimensional 
manifolds. We will present therefore the new geometric for­
malism in n dimensions. Of course, for application to phys­
ics, one will eventually restrict one's considerations to four 
dimensions. 

The Weyl conformally covariant geometry can be sum­
marized as follows. We are given as our fundamental geo­
metric quantities under the group of general curvilinear co­
ordinate transformations a nonsingular symmetric 
covariant tensor field g/lV and a nonvanishing scalar field t/J. 
We employ the tensor field in the usual fashion as a Rieman­
nian metric to raise and lower tensor indices, to form the 

Christoffel symbols rpr (which we use for covariant differ­
entiation), the curvature tensor R ProS' etc. In addition, we 
have a gauge group described by an arbitrary nonvanishing 
scalar field 11 (x), such that under this group the basic geo­
metric quantities are required to transform thus: 

- n2 gaP = J~ gaP (2.1) 

and 

(2.2) 

With regard to the metric tensor this is evidently a conformal 
transformation. The effect of the conformal freedom is to 
reduce the degrees of freedom of the theory back to that of 
Riemannian geometry. The consequent transformation law 
for the Christoffel symbols is somewhat more intricate, but if 
we form the affine connection 

Apr = rPr + t/J -I(t/J,p~~ + t/J,r~p - t/J'/lg/lagpr ) , (2.3) 

then, by employing the first logarithmic derivative of Eq. 
(2.2), 

(2.4) 

it is easy to confirm that A pr is conformally invariant; that 
is, 

Apr =APr' (2.5) 

Although now formally conformally covariant, the 
structure thus far obtained is evidently reducible to Rieman­
nian geometry. However, an irreducible geometric structure 
can be obtained by Weyl's procedure. Rather than employ­
ing the scalar field t/J, we introduce as an additional geomet­
ric quantity a covariant vector fieldA/l' and we require that it 
transform under the gauge group as does t/J -It/J,/l' namely, 

A/l =A/l -11- 1I1'/l . (2.6) 

We then replacet/J -It/J'/l by A/l in the definition of A pr' Eq. 
(2.3). This preserves the gauge invariant relation, Eq. (2.5). 
Thus 

APr=rPr +Ap~~ +Ar~p -A/lg/lagpr . (2.7) 

Defining the field strength tensor 

F/lv==A/lv -Av'/l ' (2.8) 

we evidently have under then gauge group 

F/lv = F/lv . (2.9) 

As is well known, the vanishing of of F/lv is the necessary and 
sufficient condition that A /l can be written in the trivial form 
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1/J - 11/J. p' Selecting as a gauge transformation 

{} = 1/J , (2.10) 

AI' can be made to vanish. Thus, nontrivial vector potentials 
AI' are introduced into the conformal formalism by the re­
quirement that the (conformal) gauge-invariant tensor field 
Fpv not vanish. 

We end out brief synopsis ofWeyl's theory at this point 
since in this paper we are only interested in generalizing the 
kinematics of Weyl's construction. The applications of the 
kinematics to dynamical considerations will be presented 
elsewhere. 

III. THE GENERAL LINEAR FORMALISM 

We have extended3 the Weyl formalism by defining as 
our fundamental geometric quantities the metric tensor 
gpv(x) (employed as in the previous section) and a mixed sec­
ond rank tensor (under the curvilinear coordinate group) 
b pIx) of nonvanishing determinant. We extend the Weyl 
conformal gauge group to the local GLn(R ) group. An arbi­
trary element of that group is described by a nonsingular 
matrix field, {} pIx), the group operation being matrix multi­
plication on each fiber. We require that under the coordinate 
group, the {} p transform as a mixed second-rank tensor. 
Thus the total effective group of this geometry is a semidirect 
product of the coordinate group and the gauge group. The 
fundamental geometric quantities are postulated to trans­
form under the gauge group via the relations 

ga,8(x) =gpv(x){}~(x)JJp(x) (3.1) 

and 

bp(x) = b~(x)e:(x), (3.2) 

where e pIx) is the inverse matrix of {} pIx); that is, 

{}:e~=~p. (3.3) 
In addition, it proves convenient to denote the inverse ma­
trix of b pIx) by ap(x); that is, 

b :a~ = ~p . (3.4) 

It follows, of course, that under the gauge group, ap trans­
forms thus: 

Qp = a:{}~ . (3.5) 

It is evident that, as in the previous section, the apparently 
additional degrees of freedom introduced into the geometry 
by the field b p have been removed by the introduction of the 
gauge group. Defining the field A py(x) as 

" a -Fa + ab P + a ~bPb v gPUg n py= py ap (P;y) apau p [~;y j pv 

+ a;a!b jb r~; p jgPUgpv , (3.6) 

where 

and 

b fp;y)=!(b G:y - b :'p) , 

it is evident that under the coordinate group A py transforms 
as an affine connection. It can be shown by direct substitu­
tion of the previous relations that A py is invariant under the 
gauge group, i.e., 
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(3.7) 
Indeed, if we choose a gauge for which b p has the form 

b pIx) = ,p (x)~p (3.8) 

and restrict all further gauge transformations to the sub­
group which preserves this form; namely, {} p of the form 

{} pIx) = [J (x~p , (3.9) 

then it is easily confirmed that Eqs. (3.1), (3.2), and (3.6) re­
duce to Eqs. (2.1), (2.2), and (2.3). Thus our geometric struc­
ture is a natural generalization of that ofWeyl. It is also the 
smallest generalization in the following sense: If we ask for 
an extension of the conformal gauge group in such a fashion 
that the resulting combined symmetry group remains a se­
midirect product of the group of curvilinear coordinate 
transformations and the gauge group, the only possible 
choices for the gauge group smaller than local GLn(R) are 
the continuous normal subgroups ofGLn(R ). This is due to 
the fact that the coordinate group acts locally on each fiber 
as a matrix of GLn(R ). There are only two such nontrivial 
normal subgroups available, local SLn(R ) and the subgroup 
given by Eq. (3.9). The latter subgroup yields the Weyl con­
formal theory, while the former introduces the n2 - 1 new 
field components of our generalization. 

The structure we have thus far presented is again com­
pletely reducible to that of Riemannian geometry. Indeed 
that was our intention when introducing this formalism. 
(The easiest way to demonstrate the reducibility of the struc­
ture is to express all gauge-invariant geometric quantities in 
terms of the gauge-invariant metric gpv b /:b p. Alternatively, 
we can always choose a gauge where b p = ~p.) We now pose 
the question which is the heart of this paper: Is it possible to 
generalize Weyl 's procedure of the introduction of the vector 
potential thereby obtaining a nontrivial geometric structure 
irreducible under the GLn(R) gauge group? 

IV. WEYL GAUGING 

Weyl gauging is quite distinct from the more familiar 
Yang-Mills gauging.4 In the latter, an affine connection is 
introduced having a transformation law so contrived that it 
compensates for the lack of commutativity of ordinary dif­
ferentiation with local gauge transformation. Weyl gauging, 
on the contrary (the only extant exemplar thus far being that 
of the conformal theory described in Sec. II above), requires 
the introduction of a tensorial object which transforms 
affinely under the gauge group in such a manner that the 
already occurring connection remains invariant under the 
gauge transformations. In order to accomplish this we first 
seek the appropriate generalization ofEq. (2.4). Let us there­
fore consider the expression 

Cpy==aGb;ly' (4.1) 
where the solidus denotes covariant differentiation employ­
ing the affine connection A py ofEq. (3.6). We can, of course, 
reexpress C py in terms of the usual semicolon covariant dif­
ferentiation which employs the metric connection F py ' but 
the resulting expression is more complicated and conse­
quently less illuminating. It is easily confirmed that under 
the gauge transformation, Eqs. (3.1) and (3.2), C py trans­
forms thus: 
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Cpy = e~JJ .8C~ - e~JJ$IY . (4.2) 

This generalization ofEq. (2.4), although strikingly reminis­
cent, does not retain the feature of being independent of the 
metric fields. But that cannot be helped as we insist that C py 
be a tensor. 

We now parallel the Weyl procedure [viz. Eq. (2.6)] and 
introduce a tensor potential A py which, under the GLn(R ) 
gauge group, transforms as does CPY' namely 

A- a - e a n VA I' e a n I' py - p,~~ P vy - p,U Ply' (4.3) 

We are thereby assured that the transformation law provides 
a realization of the gauge group. We note at this point that if 
we contract Eq. (4.3) on a and {3 and identify A ~y with Ay 
and JJ with det JJ P' we obtain precisely Eq. (2.6). Our con­
struction is therefore a true generalization ofWeyl's theory. 

The final and most difficult step of the Weyl procedure 
is to replace the auxiliary field b p everywhere in the defini­
tion of A PY' Eq. (3.6), by the tensor potential A py in such a 
fashion that the connection remains invariant under the JJ p 
gauge group. After considerable algebra it can be verified 
that the required redefinition of A py is remarkably simple: 

Apy=F py +A(py) +A[p,y]g"p,gpv +A[p,{3]g"p,gyv. 

(4.4) 

Employing this new expression for A py in Eq. (4.3) we find 
that the transformation law for A py becomes 

Apy =A (Py) +A [p,{3]g"i'gyv +A [p,y~p,gpy 

- e~n$;y. (4.S) 

In this form, the transformation of A py seems consider­
ably more complicated and one would not have suspected 
that it induces a realization of the gauge group. Such an 
intricate expression would not have been postulated ab ini­
tio. Surprisingly, we find that it is partially reducible, as 
A ipy] evidently transforms independent of A (py). At this 
point, we can, if we wish, dispense with the heuristic devel­
opment which we have thus far pursued and postulated the 
transformation laws, Eqs. (4.4) and (4.S), together with Eq. 
(3.1). It then follows by straightforward substitution that Eq. 
(3.7) is satisfied. That Eq. (4.S) is indeed a generalization of 
the gauge transformation of Maxwell's theory can be sub­
stantiated by restricting our gauge transformations to that of 
the conformal subgroup, Eq. (3.9). Equation (4.S) then yields 
an expression more familiar in appearance: 

A py = A py - JJ -lJJ,y8p . (4.6) 

This expression suggests that, if there exists a gauge in 
which A py takes the form 

A py = 8pAr ' (4.7) 

we could identify Ar with the usual vector potential. This 
form is then correctly preserved under the conformal sub­
group. However, it is not preserved under the full gauge 
group. Clearly, as we have already indicated, the invariant 
and consequently preferred identification is A ~r = Ar . 
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V. CURVATURE 

We have introduced the solidus covariant differenti­
ation employing the gauge-invariant symmetric affine con­
nection A py. We therefore have the associated gauge-invar­
iant (in general, non-Riemannian) curvature tensor A Pr6 

obtained by commuting the solidus derivative; thus 
/:,a /:,a -/:,p,A a 
!> IPr - !> 1rf3=!> p,{3r ' (S.l) 

whereby 

A PY6 = A Pr,6 -A ~,y +A $rA 61' -A ~A ~p,' (S.2) 

Clearly under arbitrary gauge transformations we have 

A PY6 = A PY6 . (S.3) 

Another curvature expression, analogous to the Max­
well field, can be obtained by determining the conditions for 
A Pr to be "pure gauge"; that is, when a gauge frame can be 
found in which the tensor potential vanishes. That is evident­
ly the case when A Pr has the form of Cpr of Eq. (4.1). It is 
easy to confirm that this form is preserved under arbitrary 
gauge transformations provided it is understood that b p 
transforms accorcij.ng to Eq. (3.2) [and consequently, its reci­
procal, ap, according to Eq. (3.S)]. 

We shall therefore callA Pr trivial if there exists a non­
singular tensor field b P' with reciprocal ap, such that 

APr = a$b ~IY . (S.4) 

[This relation is somewhat more complicated if written out 
in terms of the metric (i.e., semicolon) covariant derivative 
as, it should be recalled, the solidus derivative contains A Pr 
terms in its definition.] An integrability condition for this 
equation is obtained in the usual fashion by performing a 
second solidus differentiation, commuting the two opera­
tions and employing Eq. (S.l). In this manner we obtain 

Fpy6 = A Pr6 - a$b ;A ::1'6 , 

where we have defined 

(S.S) 

Fpr6==Aprl6 -A~IY +A;rA~ -A;:.sA~r' (S.6) 

Contracting Eqs. (S.S) and (S.6) on a and {3 we obtain as a 
necessary condition for triviality the familiar gauge-invar­
iant result 

F~r6 =A~r,6 -A~6,r =0. (S.7) 

Furthermore, for tensor potentials of the form given in Eq. 
(4.7), Fpy6 becomes 

(S.8) 
Thus, as our notation was chosen to indicate, Fpy6 is an 
appropriate candidate for the generalization of the Maxwell 
field tensor. Unfortunately it has a rather complicated trans­
formation property under the gauge group. One may con­
firm that for transformations described by arbitrary JJ p we 
have 

FpY6 =e~JJp(F~6 -A~6)+APr6' (S.9) 

so that only the trace F~r6 is gauge invariant. In view ofEq. 
(S.3), it is therefore desirable to define the tensor field 

Kpr6==Fpr6 -A pr6 , (S.lO) 

which transforms much more simply under gauge transfor­
mations: 
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Kpys = e~l1pK':rrs . (5.11) 

In terms of this new tensor the integrability condition for 
triviality, Eq. (5.5), becomes 

Kpys = - a'ph;A :yS . (5.12) 

We are now in a position to obtain a sequence of gauge­
invariant conditions upon A py, all of which are necessary for 
triviality. By successive multiplications and contractions of 
Eq. (5.12) we find 

K ~yS = - A ~yS = 0 , 

K ':apK ;yS = A ~apA ;as , 

(5.13a) 

(5.13b) 

K':apK;as···K :E~ = (- ItA ':apA ~s···A :E~' (5.13n) 

One can confirm that for the generic case in n dimensions, 
the satisfaction of the first n sets of equations is also sufficient 
for triviality. In singular situations it is necessary to obtain 
further invariant relations by means of the solidus differenti­
ation ofEq. (5.12). 

We shall call a space flat if there exists a combined 
gauge and coordinate frame such that A py = 0 and g/Jv 
= TJ/Jv (Le., the Minkowski metric). [Note that for real 11 p 

the signature of the metric is invariant under the transforma­
tion law, Eq. (3.1).] Clearly, for flatness it is necessary that 

(5.14) 

Kpys = 0, (5.15) 

as these are tensorial gauge invariant relations which, if valid 
in one frame, must remain valid in all. These two relations 
are also sufficient as we shall now prove. 

IfEqs. (5.14) and (5.15) are satisfied, then the integrabi­
lity condition for triviality, Eq. (5.12), is identically valid. It 
follows that A py has the form ofEq. (5.4) and can be made to 
vanish by means of a gauge transformation (Le., choose 11 p 
= h pl. In this gauge frame Eq. (5.14) becomes 

O=Apys = Rpys , (5.16) 

and the Riemannian metric g/Jv is flat in the conventional 
sense. As the potential A py transforms tensorially under co­
ordinate transformations, it continues to vanish as we per­
form the coordinate transformation which reduces the met­
ric to the Minkowski form. 

VI. YANG-MILLS GAUGING 

We wish to determine the relationship between the 
Weyl method of gauging that we have developed and the 
more familiar Yang-Mills4 methods of gauging of the same 
group, GLn(R ), on a curvilinear Riemannian manifold. Let 
us therefore consider a space-time vector field t/!/J which 
transforms under our gauge group in the same manner as the 
covariant indices of the metric tensor; thus, 

(6.1) 

(We choose not to suppress the vector index, as is customary, 
because we wish to emphasize that it is not merely an inter­
nal index but also a space-time index.) The Yang-Mills pro­
cedure requires the introduction of a covariant differenti-
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ation on t/!/J which commutes with the gauge 
transformations, Eq. (6.1). However, we are assuming that 
we already have a Riemannian metricg/Jv with its associated 
affine connection r py. It is therefore convenient, without 
loss of generality, to introduce this connection explicitly into 
the gauge-covariant differential operator. We therefore con­
sider the covariant expression 

D~pt/!/J=t/!a;P + Y~pt/!/J ' (6.2) 

where Y ~P' the (modified) Yang-Mills potential, is evidently 
a tensor under coordinate transformations. In order to ob­
tain its transformation properties under the GLn(R) gauge 
group we impose the customary demand 

D':.p'¢/J = 11 ;D':,pt/!/J . (6.3) 

After some straightforward, but tedious, algebra we obtain 

Ypy = e~I1%Y;y - e;l1rp;y] + e;e!I1%I1[s;y]g'tTg/Jv 

+ e;e!l1jl1 [S;P ~PtTg/Jv . (6.4) 

Contracting Eq. (6.4) on a and p yields 

Y~y = Y~y . (6.5) 

We see that the Yang-Mills structure contains a gauge-in­
variant vector field. As no such quantity occurs in the Weyl 
gauge structure, the two procedures are not equivalent. 
However, if we set 

Y~y = 0 , (6.6) 

we can inquire if it is possible to realize the transformation 
law, Eq. (6.4), with the structures available in the Weyl gauge 
theory. It may be confirmed by direct computation that this 
is uniquely the case for the following expression: 

Ypy==A [py] -A [Sy]~SgPtT -A [SP ]~SgytT' (6.7) 

Curiously, only the antisymmetric part of the Weyl potential 
contributes to the Yang-Mills potential. Thus, for the gauge 
group under consideration, the two methods of gauging are 
not equivalent, but they can be made compatible. As a conse­
quence ofEq. (6.7) we can express the Yang-Mills covariant 
derivative, Eq. (6.2), in the particularly simple form 

(6.8) 

Had we started directly with an ansatz of this form for the 
gauge-covariant differential operator, however, it would 
have obscured the fact that Eq. (6.6) was imposed as an extra 
requirement on the Yang-Mills structure. Furthermore, 
when written in terms of the solidus differentiation, it is by 
no means evident that only A raP] occurs in Eq. (6.8), thereby 
vastly reducing the number of independent components of 
the effective Yang-Mills potential Y py . 

Applying the D~p operator to t/!/J twice and anticom­
muting the two operators we obtain in the usual fashion the 
Yang-Mills curvature tensor 

(D ;pD~a - D ;aD':,p)t/!/J = (FjaP - A jap)t/!/J = KjaPt/!/J . 

(6.9) 

It may also be confirmed by direct computation that 

DygaP==D~ygiJP + D~ygaIJ = 0, (6.10) 

a relation of fundamental importance which can serve as the 
starting point for a reformulation of the entire formalism. 
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Indeed, it is this relation which in effect restricts the Yang­
Mills structure to the form ofEq. (6.7). Employing Eqs. (6.9) 
and (6.10) it is easy to confirm that K Prll satisfies the familiar 
identity 

K aPrll + K fJarll = 0 . (6.11) 

That the tensor K':aIl should occur, rather than F~aP' as the 
Yang-Mills curvature tensor is not surprising given its sim­
ple transformation properties under the gauge group. T~e 
consequent observation that Kprll is independent of A (pr) is, 
however, unexpected. 

We observed earlier that the transformation law for 
Apr' Eq. (4.5), was partially reducible, that A ['prJ trans­
formed independently under gauge transformations. It is 
therefore possible to have a self-contained Yang-Mills-type 
theory. However, the fact that the transformation law is only 
partially reducible requires us to retain A (Pr) if we are to 
avail ourselves of the more general gauge-invariant struc­
tures developed in this paper, such as A Pr and A Prll ' These 
quantities do not occur in a purely Yang-Mills formulation. 

VII. CONCLUSION 

We have demonstrated that Weyt's procedure of con­
structing a gauge theory based on conformal transforma­
tions can be extended to the local GLn(R I group. This proce­
dure does not seem to work for most other groups. It is 
therefore far more restrictive than the Yang-Mills proce-
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dure. Even when it is possible to employ Weyl gauging, we 
have shown that it is, in general, not equivalent to that of 
Yang-Mills gauging. However, in the present case the two 
procedures can be made compatible, although not equiva­
lent, by requiring what are in effect !n2(n + 1) additional 
conditions for the Yang-Mills structure. 

Our interest in developing this structure is to apply it to 
the physical problem of the quantization of gravitation the­
ory. In the present paper, we presented the geometry, which, 
when restricted to four dimensions, is essentially the kine­
matics we intend to employ. For the dynamics, we require a 
gauge-invariant Lagrangian density constructed out of those 
elements. We regard the fact that Weyl gauging appears to 
be a much more restrictive requirement than Yang-Mills 
gauging as a virtue of this approach. The presentation of the 
dynamical theory, however, is beyond the intended scope of 
the present paper. 
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It is shown that in an alg~braical~y special space-time which admits a congruence of null strings, a 
sourc~-free gauge field aligned with the congruence is determined by a matrix potential which has 
to ~atlsfy a ~econd-order differential equation with quadratic nonlinearities. The Einstein-Yang­
Mills equations are then reduced to a scalar and two matrix equations. In the case of self-dual 
gaug~ fields. in a self-dual space-time, the existence of an infinite set of conservation laws, of an 
associated hnear system, and of infinitesimal Backlund transformations is demonstrated. All the 
results apply for an arbitrary gauge group. 

I. INTRODUCTION 

In recent years there has been a great interest in the 
classical Yang-Mills fields and much effort has been devoted 
to understand their properties. In the particular case of the 
self-dual fields in flat space-time, several remarkable results 
have been obtained such as the reduction of the self-duality 
conditions to a single wavelike matrix equation, 1-5 the proof 
of the existence of an infinite set of nonlocal conservation 
laws,5.6 the existence of Backlund transformations,4,5,7-9 and 
the equivalence of the self-duality conditions with a linear 
system 10.11 and with certain vector bundles. 12.7 Most of these 
works are based on considering complex space-time where 
there exist two-dimensional totally null planes on which, 
owing to the self-duality of the gauge field, the field strength 
vanishes. 

In the present work we show that in a certain class of 
curved space-times which possess an appropriate generaliza­
tion of the two-dimensional totally null planes existing in 
complex flat space-time, the source-free Yang-Mills equa­
tions can be reduced to a wavelike matrix equation, provided 
that the field strength vanishes on those surfaces. Such a 
class of curved space-times has been brought to light in the 
study of exact solutions of the Einstein equations, 13-17 where 
it has been found that the existence of a single family of two­
dimensional, totally null, geodesic surfaces (called null 
strings), and the use of coordinates adapted to this foliation, 
allows us to integrate some of the equations involved in a 
strikingly simple way and, in general, to reduce the equa­
tions considerably. We also consider the case of the self-dual 
gauge fields, showing that some of the results mentioned 
above can be extended to the self-dual space-times. 

This paper is organized as follows. In Sec. II we show 
that if the space-time admits a congruence of null strings 
defined by a repeated principal spinor of the conformal cur­
vature, then the source-free gauge fields aligned along the 
congruence are determined by the solutions of a second-or­
der partial differential equation with quadratic nonlineari­
ties for a matrix potential. The case of the electromagnetic 
field is then considered with some more detail, establishing 
the connection with previous results. In Sec. III we employ 
the reduced form of the Einstein equations found in Ref. 16 
together with the results of Sec. II, to give a reduced expres­
sion for the coupled Einstein-Yang-Mills equations with 

cosmological constant, in the case where the Yang-Mills 
field is aligned along a congruence of null strings. In Sec. IV, 
we show that for a self-dual gauge field in a self-dual space­
time there exists an infinity of conservation laws, or contin­
uity equations, from which an equivalent linear system can 
be constructed. Then, following Ref. 9, the solution of this 
linear system is used to define infinitesimal transformations 
which produce new self-dual gauge fields. We use through­
out the spinorial notation with the conventions'" A = E AB ¢D, 
¢D = '" A ~B for all the spinorial indices and similarly for the 
dotted ones. 

II. REDUCTION OF THE YANG-MILLS EQUATIONS 
In the case where the space-time is re~iI, we shall assume 

that its conformal curvature is algebraically special and that 
it admits a shear-free congruence of null geodesics along the 
repeated principal null direction. As is well known, if the 
Ricci tensor vanishes (i.e., the Einstein vacuum field equa­
tions are satisfied), then each ofthese conditions implies the 
other (Goldberg-Sachs theorem). Denoting by I the repeated 
principal null direction of the conformal curvature tensor 
and expressing its spinorial components as IA liJ, then, as a 
consequence of the fact that I is geodesic and shear-free, the 
vectors of the form lAm iJ, for any spinor m iJ, are tangent to a 
congruence of geodesic, totally null, two-dimensional sur­
faces (null strings). Analogously, the vectors of the form 
m A I iJ, for any spinor m A' are tangent to another congruence 
of null strings. These two congruences intersect each other 
along the shear-free congruence of null geodesics which have 
I as tangents,13 in fact, I defines the only real direction tan­
gent to each of these null strings. 

Actually, the derivation presented below only requires 
the local existence of a spinor field I A such that the vectors of 
the form mA liJ, with mA variable, are tangent to a con­
gruence of null strings and which satisfies the condition 
I Al iJl cCAiJcb = 0, where CAiJcb denotes the spinorial com­
ponents of the anti-self-dual part of the conformal curvature 
tensor; without having to assume analogous conditions for 
an undotted spinor I A and without any explicit restriction on 
the Ricci tensor. Under these assumptions there exists local­
ly a set of (complex) coordinates q4,r such that the metric 
has the formI4.16.18 

g = 2¢ -2 dq4 ® (dPA + QAB dqB), (2.1) 
s 
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where t/J and QAB are complex-valued functions with QAB ' 
= QBA . In terms ofthese coordinates the null strings whose 

tangent vectors are of the form m A / B are given by df/ = O. 
A convenient basis (null tetrad) for the tangent space is 

a 
aAi =.,fi-=,[2aA, 

apA 

aAi =,[2t/J 2 (a~ + QABaa )=.,fit/J 2DA, (2.2) 

which satisfies aAB . acb = - 2EACEBb (however, it does 

not satisfy the Hermiticity condition aAB = aBA ; therefore, 
with respect to this basis the dotted components are not the 
complex conjugates of the undotted ones). Clearly, the vec­
tor fields a A are tangent to the congruence of null strings df/ 
= O. It is easy to verify that the following commutation rela­

tions hold: 

(2.3a) 

aADB = DB~ + (~QBclac, (2.3b) 

DADA = (DAQAB)aa. (2.3c) 

In terms of the spinorial notation, the source-free 
Yang-Mills equations are expressed by 

VA R FAB + [A A R ,FAB ] = 0, 

and 

V R AFAB + [AR A,FAB ] = 0, (2.4) 

with 

(2.5) 

FAB = VR(AA IR IB) + A R(AA IR IB) 

(round brackets denote symmetrization on the indices en­
closed). FAB and FAB are matrices which represent the spin­
orial components of the self-dual and the anti-self-dual part 
of the field strength, respectively, while A AB ==A (a AB)' where 
A ~enotes the matrix-valued potential one-form and a AB is a 
basts of the tangent space labeled with spinorial indices; V AB 
is the covariant derivative with respect to the Levi-Civita 
connection along aAB . With respect to the tetrad (2.2), using 
the corresponding components of the connection,16 Eqs. 
(2.4)-(2.5) are given explicitly by 

,[~(t/J -2FAB ) + [A Ai>t/J -2FAB ] = 0, (2.6a) 

.,fi{DA(t/J -2FAB ) - (aBQAR)t/J -2FAR ) 

+ [t/J -2A Ai,t/J -2FAB ] = 0, (2.6b) 

.,fi{aR(t/J - 2Fii) - (DR + aaQBR)Fii) 

+ [A Ri>t/J-2Fii ] - [t/J- 2ARi,Fid =0, (2.7a) 

.,fi{aR(t/J -4Fii) -DR(t/J -2Fii ) - (DBQBR)Fii) 

+ [A Rj ,t/J-4Fii ] - [t/J-2ARi,t/J-2Fji] =0, (2.7b) 

t/J -2FAB = .,fi{a(A t/J -2AB)i - D(AAB)j + a(AQB)RA Rj } 

+A(Aljt/J-2AB)i -t/J-2A(AliIAB)j, (2.8) 

Fii = .,fi~ARj +A RjARi> (2.9a) 
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2t/J -2Fji = .,fi{~(t/J -2ARi ) + (DR - aBQBR)ARi) 

+ARi t/J- 2ARi +t/J-2ARiARi> (2.9b) 

t/J -4Fii = .,fi[DR(t/J -2ARi ) - (DBQBR)ARi) 

+ t/J -2A Ri t/J -2ARi' (2.9c) 

[The fact that the conformal factor t/J appears in Eqs. (2.6)­
(2.9) only through certain combinations with the gauge fields 
is related with the conformal invariance of the Yang-Mills 
equations. ] 

We shall now restrict the gauge field by aligning it along 
the congruence of null strings, that is, we shall impose the 
condition Fii = O. Written in a covariant form this condi-
. A B ' hon amounts to / I FAB = O. From Eq. (2.9a) it follows that 

the condition Fi j = ° is locally equivalent to the existence of 
a nonsingular matrix M such that (cf., Ref. 1) 

ARi = ,[2M- 1 aR M. (2.10) 

Substituting this expression, together with Fi i = 0, into Eq. 
(2.7a) we obtain aR(Mt/J -2FjiM- 1

) = 0, which means that 

t/J -2Fii = 2M- 1EM, (2.11) 

where E is a matrix which depends on f/ only. On the other 
hand, from Eq. (2.9b), using (2.10) and the commutation re­
lation (2.3b), we have 2t/J-2Fii =,[2M-IaR[M(t/J-2ARi 
-.,fiM-1DRM)M-I}M; therefore, comparing with 

(2.11), it follows that there exists locally a matrix H such that 

t/J -2ARi = .,fi{M-1DR M -M-1(EPR - aR H)M}. 
(2.12) 

Substituting (2.10)-(2.12) into Eq. (2.7b), we find 
aR [Mt/J -4Fii M -I - 2E,A ~ - 2 [H,E] } = 0, where E,A 
=adaf/,hence 

t/J-4Fii =2M-I[E,A~+ [H,E] +15}M, (2.13) 

where 15 is a matrix which depends on f/ only. Similarly, 
from (2.9c), using the commutation relation (2.3c), we obtain 

t/J -4Fii = 2M -I{E,A ~ + DA aA H + ~H aAH 

+ [~aA H,E] }M. (2.14) 

Comparison of (2.13) with (2.14) shows that H must satisfy 
the condition 
DAaA H +~H aA H + [~aA H -H,E] =15. (2.15) 

The components FAB can be now obtained by substitut­
ing (2.10) and (2.12) into (2.8), which gives 

t/J -2FAB = 2M- 1(aA aB H)M, (2.16) 

then, Eq. (2.6a) is automatically satisfied while Eq. (2.6b) 
holds if and only if condition (2.15) does. 

Thus, if a source-free gauge field satisfies the condition 
Fii = 0, then the field is given in terms of two arbitrary ma­
trices, ~ and 15, depending on f/ only and a matrix potential, 
H, whtch must fulfill a second-order differential equation 
with quadratic nonlinearities [Eq. (2.15)]. The alignment 
condition I Al B FAB = ° means that the covariant derivatives 
with respect to the gauge field along two commuting vector 
fields tangent to a null string defined by IA commute, i.e., the 
connection defined by the gauge field restricted to each null 
string is flat. 
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The potential is given by 

A=A d;xl-'=M-1dM-M-1(EPR -aRH)MdqR. 
I' (2.17) 

Under a gauge transformation given by a matrix L, A is re­
placed by L -IAL + L - 1 dL, which corresponds to substi­
tute ML in place of M in Eq. (2.17), leaving E, lJ, and H 
unchanged. The matrix M represents (the inverse of) a gauge 
transformation which makes A Ri = 0 [see Eq. (2.10)). How­
ever, for a real field, M does not belong to the gauge group; 
its presence in the matrix-valued one-form A is necessary in 
order to assure the correct behavior for A [i.e., A (v) must 
belong to the Lie algebra of the gauge group for any real 
tangent vector v]. For a fixed gauge, M is not uniquely de­
fined by Eq. (2.10) but it can be replaced by tM, where t is an 
arbitrary nonsingular matrix depending on rt only. Under 
this last transformation, E, lJ, and H are not invariant; they 
are replaced bytEt-l,tlJt -I andtHt -I - t,A p-tt -I, re­
spectively. 

Solutions of (2.15) determine locally all the source-free 
Yang-Mills fields aligned with the congruence of null 
strings, considering these fields as perturbations, or test 
fields, on a given background. In Sec. III we show that the 
coupled Einstein-Yang-Mills equations can be simulta­
neously reduced, consistently with the condition of the exis­
tence of a congruence of null strings and the alignment of the 
gauge field. 

In the case of the electromagnetic field, Eq. (2.15) re­
duces to D A a A H = lJ. Hence, if we define H H + r A p-t, 
where rA = rA (qR) is such that r"-,A = lJ, then we have 

DAaA H=O, (2.18) 

and A = d In M + (EpR + r )dqR + aR H dqR. The self­
dual part of the field is then also given by 

(2.19) 

These expressions were previously given in Ref. 15. A pecu­
liar feature of the electromagnetic (i.e., Abelian) case is that 
Eqs. (2.18)-(2.19) actually represent, locally, the (self-dual 
part of the) most general solution of the source-free Maxwell 
equations. Eqs. (2.18)-(2.19) are equivalent to the expres­
sions found by Cohen and Kegelesl9 and Wald.20 The proof 
that this is indeed the most general solution was given in 
Refs. 15 and 16. 

Expressed in a covariant way, Eqs. (2.18) and (2.19), 
respectively, take the form (rescaling if necessary the func­
tionH) 

V B(A ¢J -2VBbHlc )/b = 0 (2.20) 

and l7 

FAB = V(A c¢J -2V B) bHlc lb' (2.21) 

Thus, an arbitrary real electromagnetic field without 
sources in a real algebraically special space-time which ad­
mits a geodesic and shear-free principal null congruence, 

referred to an arbitrary null tetrad such that aAil = aBA' is 
given by 

. R 
FAB =V(ARAB)R' FAil =V (AA1R1il)' (2.22) 

with 
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where H satisfies Eq. (2.20). The potential given in (2.22) 
fulfills I BI R A BR = 0, i.e., II' AI' = O. It is perhaps worthwhi~ 
to point out that a duality rotation corresponds to replace H 
byeif/lH. 

To close this section, we express the self-dual part of the 
Yang-Mills field (2.16) in a covariant form 17 

FAB = M -I [V(A c¢J -2VB)bHlc Ib }M. (2.23) 

III. REDUCTION OF THE EINSTEIN-YANG-MILLS 
EQUATIONS 

In Ref. 16 it was shown that if the space-time admits a 
congruence of null strings defined by a spinor I A (Ref. 18) and 
the energy-momentum tensor of the matter has a constant 
trace and satisfies the condition I ci bTABCb = 0, where 
TABcb are the spinorial components of the traceless part of 
the energy-momentum tensor, then the Einstein field equa­
tions reduce to a single second-order partial differential 
equation with quadratic nonlinearities. Since the energy-mo­
mentum tensor of a Yang-Mills field is traceless and TABcb 
= - (1I1r)Tr FAB Fcb, where Tr represents ~he trace, the 

condition I ci bTABCb = 0 is satisfied when I Al BFAil = 0 (i.e., 
when the Yang-Mills field is aligned along the congruence of 
null strings). Thus, under this restriction, using the results of 
Sec. II, the coupled Einstein-Yang-Mills equations can be 
simultaneously reduced. This is a generalization of the re­
sults obtained in Ref. 15 for the Einstein-Maxwell equations 
under analogous restrictions. 

It may be pointed out that, if I A defines a congruence of 
null strings then, assuming that Einstein's equations hold, 
condition IClbTABcb =0 implies IAIBlcCAilcb =0,13 and 
therefore the covariant derivatives of a vector field tangent to 
a null string along two commuting vector fields tangent to 
that null string do commute, i.e., the Levi-Civita connection 
restricted to the tangent space of each null string is flat. 

From Eqs. (2.11), (2.13), and (2.16) we find, assuming 
Fi i = 0, that the nonvanishing components of the energy­
momentum tensor of the gauge field are given by 

TABii = (l/81T)¢J 4 a A a B To, 

TADii = - (l/81T)¢J 6a(A TB), 

where 

To = - 32 Tr EH, 

TA = 32 Tr[ (E,B pB + [H,E] + lJ)aA H - E,A H}, 

hence, by virtue of Eq. (2.15), 

(3.1) 

(3.2) 

! a"-TA + DAaA To = - 32 Tr ElJ. (3.3) 

Turning now to the reduced Yang-Mills equations 
(2.15), using (2.3b) we have 

0= aA [DAH + HaBQBA 

+ Ha"-H,H] + [H,E] p-t - !lJp-t} 

(3.4) 

Condition I ci bTABCb = 0 implies ¢J = JA p-t + K, where JA 
and K depend on rt only. Now, the reduced form of the Ein­
stein equations given in Ref. 16 is valid only in a restricted 
class of coordinate systems in which, in the case where JA 
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= o (called case lin Refs. 14-16), Kisequal toone; and in the 
case where JA :;#0 (case II), JA and K are constant. Then, in 
case 1,16 

QAB = -O(ABB) -~L(APB) + (A/3)PAPB' 
(3.5) 

BA==GA +OAO, 

where G A is any solution of 0 A QA = 4To, 0 is some function, 
LA = LA (qR) and A is a cosmological constant. Thus, from 
Eq. (3.4) we find 

where NA and r are arbitrary functions of rt only. 

IV. SELF-DUAL GAUGE FIELDS IN SELF-DUAL SPACE­
TIMES 

From Eqs. (2.11) and (2.13) we see that an arbitrary self­
dual gauge field corresponds to E = 6 = O. Then Eq. (2.15) 
reduces to 

(4.1) 

On the other hand, the metric of a self-dual space-time is 
locally given by Eq. (2.1), with t/J = 1 and 

O=oA(DAH-H(2iJATo+LA_Ap4)+H~H,H] QAB= -OAOBO, (4.2a) 

+ [H,E}p4 - ~6p4 + 3 [E,FA ] - UFA I, (3.6) where 0 is a solution of 21,22 

where the matrices FA satisfy 0..1 FA = H, hence there exists 
locally a matrix X such that the expression between braces in 
Eq. (3.6) is equal to o AX. 

Choosing G A = - 27 Tr EFA and using Eqs. (3.2), (3.3), 
and (3.6), we find that the right-hand side of Eq. (3.33b) of 
Ref. 16 is equal to 0..1 {32 Tr[(E,B pB + 6)H + 2EX]}, there­
fore Einstein's equations reduce in this case to 

DABA - !~BBO(ABB) - (LA -Ap4)BA -AO 

+ is (LA p4)2 -1 LA,B p4pB + 2(32 Tr EH)2 

= 32 Tr{(E,A p4 + 6)H + 2EX} + NA p4 + r, (3.7a) 

where NA and r are arbitrary functions of rt only and X is 
defined through 

0..1 X=DA H +H{2iJA(32 TrEH) -LA +APA} 

+! [OA H,HJ 

+ [H,E]PA -!6PA +3[E,FA] -UFA· (3.7b) 

In case II, the presence of E makes a difficult task to 
write Eq. (3.4) as a continuity equation. We shall restrict 
ourselves to the subcase where E vanishes (i.e., Fii = 0); then 
To = 0 [see Eq. (3.2)], and from Eqs. (3.24) and (3.27a) of Ref. 
16 we have 

QAB = - t/J 30(..1 t/J -20B ) W + (pt/J 3 + A /6)KA KB, 
(3.8) 

where Wis some function, p = p(rt ), K A is a constant spinor 
such that K A JA = 1 and A is the cosmological constant. 
Thus, in case II with E = 0, Eq. (3.4) becomes 

0= OA (I)AH + H(3pt/J 2KA - 2JBo AOBW) 

+! [~H,H 1 -! 6p4 - 6pFA I, (3.9) 

where the matrices FA are required to satisfy OAFA = t/JH. 
Therefore, there exists locally a matrix X such that 

0..1 X = DAH+H(3ptfJ2KA +2JBOAOBW) 

+HOA H,H] -!6PA -6pFA (3. lOa) 

and from Eqs. (3.2), (3.3) above, and Eq. (3.33a) of Ref. 16, we 
find that Einstein's equations give 
!t/J 4(OAt/J -2(JBW)iJA t/J -2 OB W 
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+t/J -lOA W,A - (A/6)t/J -lKAoA KBoB W 

-pt/J 4K AoA t/J-1KBoBt/J-1W 

+ !KApA [KBpB JC - (t/J +K)KC]p,c 

= 32 Tr 6H + NA p4 + r, (3. lOb) 
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(4.2b) 

It is easy to verify that Eqs. (4.2) are equivalent to the com­
mutation relations23 [cf .• Eqs. (2.3)] 

~DA =DA~' 
DADA =0. 

(4.3a) 

(4.3b) 

Therefore. for a self-dual gauge field in a self-dual space­
time. from Eqs. (4.1) and (4.3). we have [cf., Eq. (3.4)] 

0..1 (DAH + (~H)H I = 0, (4.4) 

which implies the local existence of a matrix X (2) such that 

DAH+(~H)H=~X(2). (4.5) 

We now define inductively X In) by 

(DA + ~H)Xln-l) = ~X(n). (4.6) 

It can be easily verified that the integrability conditions of 
(4.6) are indeed satisfied since. using (4.3a) and (4.6), 

OA {(DA + ~H)i"-111 = (DA +~H)OA in-I) 

=(DA+~H)(DA +oAH)tn- 2). 

which vanishes by virtue of (4.3) and (4.1). Equation (4.6) 
holds for n = 1,2 .... , if we define X (l)==H,X(OI==l; then (4.5) 
becomes a special case of (4.6). 

Thus. due to the simplicity of the commutation rela­
tions (4.3). we have been able to obtain an infinity of contin­
uity equations from the self-duality condition (4.1); each of 
these continuity equations being locally equivalent to the 
existence of a corresponding potential. 

Following Chau Wang et al. 11 we now consider 

"" X=L Ant"l. (4.7) 
10=0 

where A is a complex variable. Then. from Eq. (4.6) it follows 
that X obeys the equation 

OA X =A(DA +OA H)X' (4.8) 

Conversely, the integrability conditions of the linear system 
0..1 X =A (DA +AA)x,lead[assuming(4.3)]tothelocalexis­
tence of a matrix H such that A A = 0 A H. which must satisfy 
Eq. (4.1). In the case of fiat space-time. Eq. (4.8) is equivalent 
to the linear system obtained by other authors. 10,11 

It must be pointed out that Eq. (4.2b), which locally 
determines all the self-dual space-times, also leads to an infi­
nite number of conservation laws and of corresponding po­
tentials.22

•
24 
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The matrix X can be used to define infinitesimal trans­
formations which map a given solution of (4.1) into a new 
one.9 Such an infinitesimal transformation is given by 

8H = XTX-1, (4.9) 

where Tis an infinitesimal constant matrix. From Eqs. (4.9) 
and (4.8) itfollows that a A 8H = A {D A 8H + [a A H,8H ]}, 
therefore, assuming that H is a solution of (4.1) and omitting 
second-order terms, we have 

DAaA(H + 8H) + c¥(H + 8H)aA(H + 8H) 

= aA (D
A8H + [c¥H,8H]J (4.10) 

=aA(A -lc¥8H) =0. 

This means that, to first order in 8H, H + 8H is also a solu­
tion ofEq. (4.1), thus defining another self-dual gauge field. 

Equation (4.1) can be written in an equivalent form in 
terms of a matrix J defined by 

(4.11) 

It is easy to verify, using (4.3b), that the integrability condi­
tion of (4.11) yields Eq. (4.1). In terms of J, the self-duality 
condition becomes 

(4.12) 

which follows from (4.11) by applying a A. In the case of flat 
space-time (with D A = a/ aqA), this form of the self-duality 
conditions is the one used by several authors.4-6·8.9.11 Also, 
the Einstein equations for the stationary axisymmetric vacu­
um fields have been expressed by Ward2s in a form analo­
gous to Eq. (4.12). 

v. FINAL REMARKS 

The results given here show that the existence of a null 
foliation and the use of coordinates and bases adapted to the 
null strings lead to a rather straightforward integration of 
the Yang-Mills equations when the field is suitable aligned 
with the foliation. However, due to the fact that the null 
tetrad (2.2) does not satisfy the Hermiticity condition, from 
the components of the field referred to that tetrad it is not 
easy to see what conditions must be imposed on the matrices 
E, 8, and H in order to get a real field. Nevertheless, this 
problem can be solved by working with covariant expres­
sions, such as that given by Eq. (2.23). [Note that the expres­
sion of the potential one-form A given in (2.17) is basis-inde­
pendent but it is written in terms of a particular set of 
coordinates. ] 
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It seems reasonable to expect that the reduced form of 
the Yang-Mills equations (2.15), which determines non-self­
dual fields, also leads to an infinite set of conservation laws, 
which is a common feature of various nonlinear systems. 
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We present two families of nonabelian wave solutions of the Yang-Mills field equations, some of 
the previous known solutions occur as special cases of our solutions. 

I. INTRODUCTION 

Several years ago, Coleman i constructed plane wave 
solutions of the Yang-Mills (YM) field equations in Min­
kowski space-time, since then there has been some interest in 
nonabelian waves.2

- 9 Unlike wave solutions in electrody­
namics which are extremely useful, the physical relevance of 
nonabelian waves is certainly not immediate and clear. How­
ever, as gauge field theories are playing an increasingly vital 
role in elucidating fundamental interactions of elementary 
particles, it may not be without interest to investigate these 
solutions further (and besides future work may shed light on 
them). The authors in Ref. 4 suggested that wave solutions 
may be relevant in our understanding of the structure of 
quantum vacuum and asymptotic states of the YM theory. 

In this paper, we present two families of nonabelian 
wave solutions which are of different nature. It turns out that 
the previous known solutions i

•
2 are special cases of our gen­

eral solutions. For the first family of solutions, the gauge 
field potential Ap and the field strengths F"tv satisfy 

[Ap' Av) = [Ap' FPV) = 0, 

but they are essentially nonabelian since 

[Ap, Fa.BlfO. 

The energy and momentum densities are equal in magni­
tude, and the Lagrangian density and F;vFbJLv vanish. The 
nonabelian electric and magnetic fields and the direction of 
wave propagation are mutually perpendicular to each other 
but the magnitude of the field strengths vary over each wave 
front. This type of wave is referred to as a guided wave,2 and 
solutions of Ref. 2 are included here. Because of the vanish­
ing of nonlinear terms [Ap,Av) and [Ap,FPV), the full 
strength of the nonabelian effect may not be realized in the 
first family of solutions just described. For this reason we 
introduce a new ansatz to obtain a second family of solutions 
such that the nonlinear terms are nonzero. In contrast with 
the first family of solutions, here the energy and momentum 
densities are not equal in magnitude, meaning that the wave 
field when quantized describes a particle of nonzero mass. 
The waves propagate along a fixed direction and the wave 
fronts are plane. However, it turns out that the phase veloc­
ity up can be greater than, less than, or equal to c, the speed of 
light. When up < c, the wave solutions have singularities 
whereas when up > c, they are regular throughout the whole 
space-time and possess finite energy density everywhere. 

Our solutions become the Coleman plane waves! when 
up = c. Note that both families of our progressi~e wave solu­
tions are non-self-dual or non-se1f-anti-dual. Self-dual or 
self-anti-dual solutions6 cannot describe progressive waves 
since the Poynting vector vanishes. In the next section we 
introduce our notations. In Sec. III the first family of solu­
tions is given, the second family of solutions is exhibited in 
Sec. IV, and we end in Sec. V with some remarks. 

II. NOTATIONS 

The SU(2) YM field equations are 

DpFpv = 0, 

FI'V = il'A v - 0" A I' + [A 1', A V], 

AI' =g A;if /(2i), 

(la) 

(lb) 

(lc) 

where g is the gauge field coupling constant, U a the Pauli 
matrices, and our metric is diag (gpv) = (- + + +). The 
nonabelian electric and magnetic fields are, respectively, giv­
en by 

E = FOi, Bi = !E'ik Fjk . 

The energy-momentum tensor is written as 

Tl'v = F';.aF:a + gl'v2", 

where the Lagrangian density is 

2" = - !F;J;ul'v. 

The energy density can be expressed as 

(2) 

(3) 

(4) 

TOO = !(E~E~ +B~B~), (S) 

and the Poynting vector S is related to the momentum den­
sity TOi by 

S = EoC2Toi = EoC2(Ea /\ Ba)i , (6) 

where Eo is the premittivity and we shall set the speed oflight 
c equal to 1. 

III. NONABELIAN WAVES WITH NULL FIELD 
STRENGTHS 

To construct the first family of nonabelian progressive 
waves for the YM equations, we prescribe the following an­
satz for the YM potential in Minkowski space: 

A; = (thfi(u) + ha(U))a1' U. (7) 

Here U and 1h, are functions of xl',ji and ha depend on U 
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only, and the repeated index 1 means summation from 1 to 4; 
furthermore, the function hG (U) can be gauge-transformed 
away. The field strengths are given by 

F;v = (avU a"rh - a" U avrPxlf1(U). (8) 

The YM potential (7) will be a solution ofEq. (1) if the follow­
ing equations are fulfilled throughout the whole space-time: 

~U~U=~ ~~ 

~U a" rPl. = 0, (9b) 

ava"u~rPx +avuDh -DuavrPl. 

(9c) 

where D = a" a". However if Eqs. (9) are satisfied every­
where except at some region of space-time, then in general 
the solution (7) requires the presence of an external source at 
that region. 

Conditions (9) imply that the field strengths are null, 

Fa Fb"v = 0 "V , 
E Fa"vFaafJ = 0 "vaP , 

(lOa) 

(lOb) 

thus the action for the solution (7) is zero. The energy and 
momentum densities can be readily evaluated by using Eq. 
(3); we get 

Too = 'T aou aou, 

TOj = 'T aou aj u, 

'T = a" rPx ~rP;, 11f~ . 

(IIa) 

(llb) 

(IIc) 

They are, in general, nonvanishing and hence solution (7) is 
neither self-dual nor self-anti-dual. Expression (lIb) indi­
cates that the waves are progressive along the direction de­
fined by aj u. From condition (9a) we find that the energy 
and momentum densities are equal in magnitude. The field 
strengths can be easily written down as 

(12) 

B~ = Eijk ak U aj rPl/1. (13) 

It is not difficult to show that the field strengths and the 
direction of wave propagation are mutually perpendicular to 
each other, 

(14) 

The conditions (9) lead to [A", Av] = [A", F"V] = 0, but 
[A" ' F ap] =1= 0 which implies that the solution (7) is essential­
ly nonabelian. The solution (7) will indeed become abelian if 
11 = Fl.g", where g" is a constant vector in the internal 
group space and Fl. is a function. 

From the ansatz (7), nonabelian wave solutions are ob­
tained whenever we can find functions U (x) and rPl. (x) that 
fulfill conditions (9). In the following we shall exhibit various 
solutions derived from the ansatz (7) by employing appropri­
ate U and rPl. . 

(a) Nonabelian spherical-fronted waves. The first exam­
ple that fulfills conditions (9) is given by 

u (x) = r ± t, r = xi + x~ + xL 

rPI(X) = t/J, rP2(X) = In tan(8/2), 

rP3(X) = rP4(X) = 0, 

(I5a) 

(I5b) 

(I5c) 

where 8 and t/J are the spherical coordinates. This gives rise to 
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nonabelian waves which propagate radially and the magni­
tude offield strengths varies over each wave front and hence 
the waves are known as spherical-fronted waves. 10 This solu­
tion has also been discussed in Ref. 2 and it demands an 
external line source lying along the x3-axis to sustain itself. II 

(b) Nonabelian plane-fronted waves. The following 
choice will satisfy conditions (9): 

U(x) =X3 ± t, 
rPI(X) = XI' rP2(X) = X2, 

rP3(X) = In p, rP4(X) = t/J, 

(16a) 

(I6b) 

(I6c) 

where p2 = xi + x~. The solution resulting from this choice 
describes waves traveling along the x3-direction with plane 
fronts. The magnitude of the field strengths varies across 
each plane front and hence the solution depicts nonabelian 
plane-fronted waves. 10 As in the case (a), a line source lying 
along the x3-axis is needed for this solution. The solution in 
case (a) and the present solution have also been discussed in 
Ref. 11 in the context of color radiation from a nonabelian 
source. Note that when I~ = I: = 0 and I~ and I~ are 
bounded everywhere, the Coleman solution I is recovered. 

(c) Nonabelian plane waves. Selecting 

U(x) = IX31 - t, 

rPI(X) = XI' rP2(X) = X2, 

rP3(X) = rP4(X) = 0, 

(17a) 

(I7b) 

(I7c) 

we arrive at another kind of plane wave solution different 
from the Coleman plane waves. The direction of propagation 
is along the x3-direction when X3 > 0 and along the negative 
x3-direction when X3 < O. In other words the plane waves 
here travel along opposite directions with the plane X3 = 0 as 
the dividing plane. An external source J; is present on the 
dividing plane,.fo(x) = O,/;'(x) = - U(x3)(~lf~ + ~lfn. 

(d) Many other different expressions can be constructed 
for U and rPl. such that conditions (9) are fulfilled but the 
resulting solutions have less obvious physical portrait. For 
example, the following will give rise to YM potentials which 
satisfy the YM equations (1) everywhere except at some re­
gions: (d. 1), 

U(x) = InR - sinh-I(xo/R), R 2 =XjXj -x~, (I8a) 

rPI(X) = t/J, (I8b) 

rP2(X) = In tan(82/2), 82 = cOS-I(X3/r), (I8c) 

rP3(X) = rP4(X) = 0; (I8d) 

and (d.2), 

U(x) = lnp + tanh- l (xO/X3)' .02 = X~ - X~, (I9a) 

rPI(X) = XI' rP2(X) = X2, (I9b) 

rP3(X) = lnp, rP4(X) = t/J. (I9c) 

IV. NONABELIAN PERIODIC PLANE-FRONTED WAVES 
WITH BOUNDED ENERGY DENSITY12 

As mentioned in Sec. I, the solutions presented in Sec. 
III may not contain the full strength of the nonabelian effect 
because of the vanishing of nonlinear terms such as [A", 
Av] = [Ap, PV] = 0, In the present section, we devise a 
different ansatz for the YM potential so as to retain the non-
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linear terms. We find that the Coleman plane wave solution I 
emerges under special conditions. The ansatz we introduce 
iS l3 

A; = c5~~(uI' u2)Pp + 15; VI(u l , u2)qp, 

where 

(20a) 

UA = ~xp + eA, A = 1,2, (20b) 

e A are arbitrary constants, and the four vectors 
pp, qp' Sip' Slp are orthogonal to each other. Substituting 
the above ansatz into the YM field equations (1), the follow­
ing coupled nonlinear equations result: 

[}p - i'q2~Vl2 = 0, 

DVI - i'p2V1~ 2 = 0, 

wherep2 = pppP and q2 = qpt/'. Imposing 

~(Ul' U2) = VI(u l , u2) andp2 = q2, 

Eqs. (21) become 

D~_i'p2~3 =0. 

(21a) 

(21b) 

(22) 

(23a) 

When the function ~ depends only on one variable 
U I = U, Eq. (23a) can be rewritten as 

~ "(u) - tg2p2 /r)~ 3(U) = 0, (23b) 

where prime means d /du, u = sx + e, and S2 = spsP . Solu­
tions of Eq. (23b) can be expressed in terms of the Jacobi 
elliptic functions and we find 14 

~ll(U) = cn(u,k), r = - i'p2, 

~du) = sd(u,k), r = - 2i'p2, 

~21(U) = nc(u,k), r = i'p2, 

~du) = ds(u,k), r = l%'p2. 

(24a) 

(24b) 

(25a) 

(25b) 

Here the parameter k is fixed such that k 2 = !. Owing to the 
orthogonality, thevectorspp andqp must be spacelike. Con­
sequently i'p2 is always positive. For solutions (24), sp is 
necessarily timelike, whereas for solutions (25), it is space­
like. Solutions (24) and (25) are periodic in u and cannot be 
linearly superposed. 

The energy-momentum tensor T,.w (x) of the YM field 
specified by the ansatz (20) can be written as 

Tpv = (p2 ap~av~ + q2 ap VlavVl + PpPv aa~aa~ 

+ qpqv aa VI aa VI + i'(p2qpqv + q2ppPv)~ 2V1 2 J 

- !gpv(p2 aa ~ aa ~ + q2 aa VI aa VI 

(26) 

When conditions (22) and ~ = ~ (u) hold, this is reduced to 

Tpv = p2spsv(TI~4 - T2) + (ppPv + qpqv) 

xrHTI~4 - !T2) - gpvp2r(TI~4 - !T2), (27) 

where TI = i'p2s-2 and T2 = g-2p -2r d. Here d is a con­
stant and it takes the value 1 for the periodic solutions 
{~AB (u):A,B = 1,2 J. In contrast to the periodic solutions 
obtained in Ref. 5, the energy-momentum tensor here is hot 
a constant but periodic. As a result, solutions (24) and (25) 
are not the gauge transform of the periodic solutions found 
in Ref. 5. 

The solutions {~1A (u):A = 1,2 J lead to gauge fields 
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which are real and regular everywhere. By letting the vectors 
Pp = (0,0,1,0), qp = (0,1,0,0), and sp = (so,O,O,I) such that 
ISol> 1, the momentum density can be written as 

TOi =SoSi( ~~1A - ;). A = 1,2. (28) 

The energy density takes the form 

i' 4 s~-1 
Too= r~IA +~' A = 1,2. (29) 

Since the direction of the Poynting vector, as given by Eq. 
(28), is constant and the energy density (29) is bounded 
throughout space-time, solutions (24) can be interpreted as 
nonabelian plane waves propagating along the fixed direc­
tion 15:. 

Evaluating the electric and magnetic fields for the solu­
tions {~IA (u):A = 1,2 J, we obtain 

Ef= (c5fc57+c5;c5nso~;A(u), (30a) 

Bf= (-I)~c5:+I);c5n~;A(u)+gl)~c531~fA(u), (30b) 

which are real and regular throughout space-time. In con­
trast to the field strengths of the plane waves obtained in Ref. 
1, the magnetic fields (30b) are nonlinear in the YM poten­
tials. The electric fields being linear in the YM potentials are 
transverse to the propagating direction. However, the non­
linear magnetic field is not perpendicular to the propagating 
direction since 

B~Si =gc5~~iA(u). (31) 

This suggests that the nonlinear terms in the YM equations 
can be regarded as arising from a medium. IS 

The solutions (24) correspond to well-defined special 
waveforms consisting of regular series of similar periodic 
waves. As the vector sp for the solutions (24) is timelike, the 
phase velocity is greater than the speed of light. The phase 
velocity here is, however, not the same as the velocity of 
propagation. This is due to the proposition that the nonlin­
earities of the YM equations correspond to the presence of a 
medium. In a medium other than the vacuum, the phase 
velocity tells us only how the phase of the plane waves is 
delayed by interaction with the medium, but tells us nothing 
about the process of propagation. 

When an infinitely long plane wave propagates through 
a homogeneous medium, the velocity of energy transport Vi 

can be defined by the relation 16 

(32) 

Thus the velocity of energy transport of solutions (24) is 

Vi =c5~so(A -A -I~t(){(~ + 1)(2A )-1 

A -I'" 4 J -I A-I 2 - 'PIA' -,. (33) 

The velocity VI is defined for all values of ISol > 1. In addi­
tion, we also note that IVi 1< 1 when ISol > 1. Hencetheveloc­
ity of energy transport is always less than I, the velocity of 
light, and solutions (24) can be interpreted as plane waves 
propagating through a medium with a phase velocity greater 
than 1. The corresponding quantized field will describe a 
massive particle. 

The real gauge fields of solutions { ~2A. (u):A = 1, 2 J are 
periodic and regular everywhere except when 
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u(x) = (2N + l)k and u(x) = 2NK, respectively. Here N is 
any integer and k is the complete elliptic integral of the first 
kind. Although the solutions (25) also propagate along the 
fixed directions Sj when the time components of PI' and qp 
vanish, the energy density is not bounded throughout space­
time. Hence the solutions (25) cannot be regarded as plane 
waves. 

Another solution to the simplified YM equations when 
sp is spacelike is 

<P23(U) = u- I, s2 = ~p2. (34) 

With the CFtHW ansatz,17 the scalar funciton <P23(U) leads 
to a self-dual gauge field. However, with ansatz (20), <P23(U) 
leads to a non-self-dual gauge field as the energy-momentum 
tensor 

Tpv = lip2{p2S-2Spsv + ~(ppPv + qpqv) - p2gpv }<P~3 
(35) 

does not vanish. As in the periodic solution (25), the solution 
(34) travels in the fixed direction Sj whenpo = qo = 0 with a 
speed less than 1. Since the energy density is not bounded, 
solution (34) does not describe a plane wave. 

Referring again to ansatz (20), <P and IJI are functions of 
variables, the gradients of which are orthogonal to PI' and 
qp . Therefore when both PI' and qp are lightlike and orthog­
onal to each other, we can setpp = qp' and <P and IJI are also 
functions ofppxP in addition to the variables UI and u2 • In 
this case, the YM equations (21) linearize to 

D<p = DIJI = O. (36) 

Choosing PI' = 8! - 8~, SIp = 8!, and S2p = 8!, a solution 
ofEqs. (36) is 

<P = xJ(px) and IJI = xzg(px), (37) 

where f and g are arbitrary functions of px. Solution (37) 
gives rise to the YM potential 

A: = (8! - ~ )(x 18~f(px) + x283g(px)). (38) 

We recognize that this is the Coleman plane wave. I 
So, starting from the ansatz (20) we are able to derive 

three different classes of solutions which are real in the Min­
kowski space. The first class are nonabelian plane waves 
propagating with a phase velocity greater than that of light. 
These solutions are regular throughout space-time and are 
hence true sourceless solutions of the YM theory. The sec­
ond class of solutions travels at a phase speed less than that of 
light and can be static. This class of solutions is, however, 
singular and does not correspond to plane waves. The third 
class of solutions propagate at the speed of light. The Cole­
man plane waves l are included in this class. 

V.REMARKS 

We make a few remarks. 
(a) The ansatz (20) can also be employed to construct 

real Euclidean space solutions when the simplified YM 
equation (23a) is solved by using a Euclidean metric. Obvi-

844 J. Math. Phys .• Vol. 26. No.4. April 1985 

ously solutions {<P2;{U), i = 1, 2, 3} can be carried over to 
Euclidean space. Another possible set of Euclidean space 
solutions is the set of cylindrical solutionsl8 

<P(x) = -- -E -tan- I ...1, k , ( - b)1I2 1 ( 1 X) 
ali p [ci XI 

(39) 

where E is a Jacobi elliptic function, O..;k..; 1 and a, bare 
constants of the function E. In this case 

_ ~3 _ ~4 _ ~4 d _ ~2 
PI' - Up' qp - Up' SIp - Up, an S2p - Up' 

(b) The Coleman plane wave solution I can be deduced 
either from the first family of solutions in Sec. III or from the 
second family of solution in Sec. IV. 

(c) Nonabelian wave solutions are useful in the investi­
gation of the color radiation problem in the classical YM 
theory.19.11 

(d) Following the approach of Sec. IV,12 nonabelian 
plane waves in the Higgs model have been constructed in 
Ref.20. 

(e) Solution (17) is generated by a nonabelian current 
sourceJ~ on thex l -x2 plane. The plane source can be infinite 
or finite in its extent by choosing the functions f~ and f~ 
appropriately. Similar considerations apply to the line 
sources of solutions (15) and (16). 
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A technique is presented for evaluating differential cross sections in the strong potential Born (SPB) 
approximation. Our final expression is expressed as a finite sum of one-dimensional integrals, 
expressible as a finite sum of derivatives of hypergeometric functions. 

I. INTRODUCTION 

Significant progress in the theory of electron capture has 
been achieved l

-4 with the development of the strong poten­
tial Born (SPB) approximation. The SPB aproximation con­
sists of expanding the scattering amplitude to first order in a 
weak potential and keeping a strong potential to all orders so 
that important second-Born-approximation terms5

•
6 (with 

one weak and one strong interaction) are retained. Because 
some other approximations may be derived7 from the SPB 
approximation, the SPB method has been useful in unifying 
understanding of the theory of electron capture for heavy 
projectiles. 

In principle, the SPB approximation, without further 
peaking approximations, should be valid at high collision 
velocities u for systems both symmetric and asymmetric in 
the projectile and target charges Zp and Zr. Since the SPB 
approximation is valid only through first order in the weak 
potential Vp ' the SPB approximation contains errors8

•
9 of 

order (Zplnu)2 where n is the principal quantum number of 
the projectile state. However, unless further approximations 
are used, it has been necessary to evaluate numerically a 
three-dimensional integral containing sharp singularities to 
calculate SPB amplitudes. Consequently, various peaking 
approximations3

•
9 (which introduce further error) have been 

used to evaluate SPB amplitudes. In this paper we present 
details of an improved approximation for evaluating the SPB 
amplitude. Our method contains errors of order (Zplnu)2, 
i.e., the same order as errors intrinsic to the SPB approxima­
tion itself. Furthermore, our method, unlike previous meth­
odS,I.3 can be used to evaluate amplitudes for electron cap­
ture to and from excited initial and final atomic states. 

II. SPB APPROXIMATION 

A. Formalism 

Exact solutions to our problem may be expressed as 
eigenfunctions of the full Hamiltonian 

H=Ho+ V=Ho+ Vr + Vp + Vpr' (2.1) 

where Ho gives the total kinetic energy, and the total interac­
tion V is a sum of Coulomb potentials 

Vp = -Zplrp, 

Vr = -Zrlrr' (2.2) 

aJ Permsnent address: Indian Association for the Cultivation of Science. 
Calcutta, India. 

Vpr = ZpZrl R, 

where rand R are electronic and internuclear coordinates. It 
is also convenient to consider 

(2.3) 

and 

Vp = V - Vp = V r + Vpr' 

presenting the perturbations when the electron is, respec­
tively, around the target (initially) and the projectile (finally). 

Useful Green's functions are 

G ±(E) = 1/(E - H ± i7J) 

= 1/(E - Ho - V ± i7J), 7J-o+, 

G lIE) = 1/(E - Ho - Vr ± i7J), (2.4) 

G /(E) = 1/(E -Ho - Vp ± i7J). 

There are two forms of the transition operator T± . The 
matrix elements are equal on the energy shell, and as such 
the physical scattering amplitudes are the same for either 
Tji+ or Tji-, namely, 

(2.5) 
and 

ji- -
T = (,ltIT-ltPj) = (1/1 f JVrltPj), (2.6) 

where 

I/Il = tPj + G ±Vrt,bj = i/lj + G1Vrl/ll, 
p p p 

j=i,f (2.7) 
Equation (2.6) can be written 

ji- ---
T = «(I + G Vp)tPjJVrltPj), 

= (tPfl(1 + VpG+)VrltPj), (2.8) 
where tPj and tPf are the initial and final asymptotic states 
corresponding to 

(2.9) 

where tPi and tPf are bound state wave functions (assumed 
known) with coordinates described in Fig. 1. 

The SPB aproximation may now be simply derived from 
expressions for the exact T + and T - transition operators, 
given by 

T+=V(I+G+V)=V +V:G+V p r p p r (2.10) 

and 
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e,m 

FIG. 1. Various coordinates appearing in electron capture calculations. 

(2.11) 

It is noted that knowing the exact Green's function G + suf­
fices to determine exact solutions. That is, knowing the inter­
mediate states through which the system passes gives a full 
solution. 

The SPB approximation3
•
lo results from dropping two 

terms in the exact transition matrix. First 

VpT-+<>, (2.12) 

so that V_Vp + VT, Vr-Vp, and Vp-VT. For projectiles 
with a mass Mp large compared to the mass of electron m the 
contributions II from VpT are of order m/ M - 10-3. Hence 
this requirement is easily met. Second, the ':eaker of V and 
V T is kept only to first order (retaining the strong potential to 
all orders). 

Specifically, if ZT > ZP' then Vp is neglected in the exact 
G +, so that G + ~G t and from (2.11), 

T SPB = Vp + V TG t Vp 

=(l+VTGt)Vp (Zp<ZT)' (2.13) 

On the other hand, if Zp > Z T then V T is neglected in the 
exact G + ~ G p+ and from (2.10) 

TS"tB = VT + VTG/ Vp 
= VT(l + G p+ Vp) (ZT <Zp). (2.14) 

Thus in the SPB approximation the intermediate states 
propagate as Coulomb waves in the field of the Coulomb 
potential VT or Vp , whichever is stronger. And, as in usual 
first-order perturbation theory, the SPB approximation con­
tains errors of order (fV < dt )2, i.e., order (Z < /nv)2, where 
V < (or Z <) is the smaller of Vp and VT (or Zp and ZT)' 

B. BasiC SPB amplitude 

In this section and the next we present a brief deriva­
tion3

•10 of the basic expressions for the Tmatrix element in 
the SPB approximation. We hereafter use atomic units 
(e2 = Ii = me = 1). 

ConsiderherethecaseforZp < ZT' The case for ZT <Z 
is similar, with (2.13) replaced by (2.14). We first note l2 that 
as shown in Fig. 1, 

Rp = (1 - aP)rT + PRn 

rp = arT - R T , 

P • Rp + p • r p = Pl' RT + P2 • r T' 

with 
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(2.15) 

and 

PI =PP-p, P2 =ap + (l-ap)p, 

a =MT/(l +MT)' P=Mp/(Mp + 1). 

Then defining 

::i()_ 1 Jip.r 3 
'f'f P - (21T)3/2 e Pf/>f(rp}d rp 

fel(p-X.tl'Rp d 3Rp = (21T)3~(P - Kf ), 

(2.16) 

we have, using a complete set of intermediate plane waves in 
(2.13) 

Tr - 1 fd3 3 -
SPB - (21T)312 pdP ~(P - Kf}if>f(P) 

X (el(P" Rr+ p, 'rril(l + VTG i)Vp le'')(I'RT~I(rT) 
(2.17) 

Now we note that 

[l/(21T)3/2](e",·rT(l + VTGt(E))1 = (~;'.-I, (2.18) 

where 

= _1_(1 + 1 V. ) Ip,'rr 
(2 )

3/2 . T e . 
1T E-Ho- VT -11] 

Here ~;,. - is an intermediate state Coulomb wave func­
tion that is off-the-energy shell sincep~/2 - E;fO in general. 

Then, for Zp <ZT' from (2.13) we have, after integra­
tion over P, 

T SPB = f d 3p ~ (p)(e''P1 'Rrrfp~ .• - (rT)Wp le'')(I'RT~i(rT)' 
(2.19) 

where E=E-P;/2v;. with Vj =Mp(l +MT)/(l +Mp 
+ MT)' It may be noted that PI and P2 are defined in (2.6) in 

terms of P and P, and P = Kf because of the ~ function in 
(2.6). This basic SPB expression for the electron capture am­
plitude is equal to an integral of a first-order amplitude for 
dir~t Coulomb ionization (P I' 1Ji~;'.-1 Vp 1~I(r}if>j(R) 
welghted by the momentum distribution of the final state 
~f(P). This may be regarded as a two-step process: namely, 
ionization in the Coulomb field of V T followed by overlap 
onto the final state ofthe projectile as illustrated in Fig. 2. It 
is noted that in Eq. (2.19),p~ /2~ as p-+O, i.e., the integrand 
is peaked about the on-shell limit of the off-shell Coulomb 
amplitude since ~f(P) is peaked about p = O. It is therefore 
significant that this on-shell limit is singular. 

C. Macek's expression 

Defining the momentum transfers 

K=PK,-Kj , 

J=aKj -Kf , 

and integrating over R T , namely, 

N. C. Sil and J. H. McGuire 
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FIG. 2. Illustration of Eq. (2.18). In the strong potential Born approxima­
tion, the electron capture amplitude is expressed as the overlap of a first­
order amplitude for ionization with the momentum distribution of the final 
bound state moving with speed v. This corresponds to a two-step process 
where intermediate states propagate in the strong Coulomb field of the tar­
get charge, Zr. 

f f 
i(p-K)·Rr 

i(K,-Pl)'Rrv d 3R = -Z e d 3R 
e p T PI RI T arT - T 

ia(p-K)'rr 

= - 41TZ~ e 2' (2.21) 
IK-pi 

one obtains (with a~ 1), 

T(PB = - 41TZp f d 3p ~f(P) IK ~ pI2 

X (VI~~~." lei(P-K).rl~i(r), (2.22) 

where to order (1/ M) conservation of momentum is given3
•
IO 

by 

K+J +v=O, (2.23) 

and conservation of energy by3.10 

This is Macek's expression, given 14 by Eq. (4.17) of Ref. 3. In 
the development from Eq. (7) errors of order (p/V)2 have been 
introduced. However, due to the presence of ~/' p - Zp/n. 
Hence (P/V)2 is the same order as (Zp/nvf and the error is the 
same order as in Eq. (3). That is, Eq. (15) is accurate to the 
error of (Zp/nv)2 intrinsic to the SPB approximation itself. 
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(2.24) 

where £1 and £f are the binding energies initially and finally 
of the electron. Using these expressions with 
£ = E - p~ /2Vi gives 

(2.25) 

Evaluation of the off-energy-shell ionization matrix ele­
ment is discussed in detail by Macek and Alston,3 based on 
the expression for VI;;'.- given by Kelsey and Macek. 13 Tak­
ing k! = P - K and kl = Pl = P + v, Macek and Alson ob­
tain an expression valid near £ = ! k ~, i.e., near the on-shell 
limit, valid to order (p/V)2, for hydrogenic Is initial wave 
functions, namely, 

(VI!;;': le'kl
' rl~i > 

(
1_2£/k 2)-iV 

;:::: e",,/2r(1 + iv) 2 

"=!k~ 4 

[ 
- 41?N-

X I e",,/2r(1 - iv) 
(21T)3/2 

X..!......{(K2 - v2 +#2 + 2J. P - 2ik7ft)-iV}]. 
0# (p2 + J2)! -;v 

(2.26) 

Here v = ZT/~V2 + 2v' P + p2 becomes the usual Coulomb 
phase as p/IJ---+O, N; =ZW/1T1/2 is the normalization of 
~t!r), and #-+Zr after performing the differentiation with 
respect to #. The term in square brackets is the on-shell ma­
trix element. Hence the off-shell contribution in (2.27) fac­
tors. Note that this off-shell factor is singular, i.e., asymp­
totically equal to (OV", as €4 k ~. This singularity 
disappears if the absolute square is taken. However, in our 
application to Eq. (9), there is a contribution from the off­
shell singularity in the on-shell limit, because the amplitude 
is integrated with ~/(P) in (2.22). 

Taking k2 = Ip + vi and ignoring order (p/V)2 terms, 
one may obtain, setting l' = iZT/~v2 + 2v' P + p2 = iv, 

(2.27) 

(2.28) 

III. REDUCTION OF SPB AMPLITUDE 
In this section we reduce Macek's expression for the 

SPB amplitude, (2.28), to final form for capture from a hy­
drogenic Is target state to a hydrogenic Is final state. The 
method used here may also be applied to initial and final 
states with arbitrary quantum numbers nlm. Our technique 
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is to expand Ip - KI-2
, 1", and (v2 + 2v· P + p2r in a power 

series inp/v, keeping the first two terms so that the error is 
order \P/V)2. Note that p - Zp/n due to ¢,' so that our erroris 
order (Zp/nv)2. We are careful to retain the term 
[VL - iV)2 + K 2 + 2p • (J - iJLD)) exactly. It is this term, aris­
ing from the Green's function, that gives rise to the Thomas 
peak1S-17 when Re[VL - iV)2 + K2]-o at high velocity. If 
one ignores the 2p· (J - iJLD) term then errors of order 
Zp/Zr are introduced, which we are careful to avoid. 

Then Macek's expression (2.28) becomes 

TSPB = C fd 3p¢ l(p)lp _ KI-2 1"~-i1TT 
sm 11'1" 

X ~ {K-
2
[ JCl(1 + ;s+ p2/V2)]-l 

(3.2) 

(3.3) 

A. Expansion In p/v 
It is straightforward to expand Ip - KI-2

, 1", and 
1"e - i1M" /sin 11'1" to first order in x andy, namely to order \p/V)2 

In Eq. (2.28) we redefine the term containing the Thom­
as peak as 

Ip - KI-2~(1 + 2y)/(K2 + p2)S!(1 + 2y)/K2, (3.4) 

T==VL - iV)2 + K2 + 2p· (J - iJLD)==<A + 2L· p. (3.1) 

This term is not approximated. Other terms in Eq. (2.28) are 
expanded through first order in p. v/v2 and p. K/K2 
\p-Zp/n andK is order v or larger). For this expansion it is 
useful to define 

x=p.V/V2, y=p.K/K 2
, JCl=JL2+J2, 

S = \p2 + Z;/n2)/4v2, v = ZT/V, 

A = VL - iV)2 + K 2, L = J - iJLD, L = (L 2)1/2, 

The term [Ts/JCl(1 + 2x)) -1' may be expanded by writing 

1"~iv(l-x), 

and 

1"e- i1T'T/sin 11'1"~ho + hlx, 

where 

2v 
ho = , 

1 _ e- 27TV 

hi = 1- . - 2v { 21T'Ve - 27TV } 

1 - e - 21M' 1 _ e - 21TV 

[fix)] -1jx1 = exp( -1"(x) lnf(x))=exp( - (iv - ivx)lnf(x)) = exp( - (iv - ivx)[ln Ts/JCl-In(1 + 2x)]) 

so that with In(1 + 2x)~2x and exp(A + Bx)~exp(A)(1 + Bx), 

[JClII ~ 2x)] -1' S! [ ~] -IV( 1 + ivx(ln ~ + 2))-

Taking the derivative with respect to JL in (3.3) using (3.7) we have 

~ {K-
2

[JCl(1 ~ 2x)] -1'} ~ ~ {K-
2
[ ~ r( 1 + ivx(ln ~ + 2 ))} 

(3.5) 

(3.6) 

(3.7) 

=S-iV{( -iV~~ T-iV-IJClliV-ll+(iV_l)~~ T-lvJClliV-21).(I+ivx(ln ~ +2)) 
+ T - ivJClliv - II(iVX)(aT 1.. _ aJCl 1..)} 

aJL T aJL JCl 

= s - iv{l2.JL(iV - I)T - iVJCliv - 4 - 2iv(p, _ iv)T -Iv - IJCllv - 2 

+ 2iv(ip. D)T -IV-IJCliV-2>( 1 + ivx(ln ~ + 2)) 
+ iVX( - ~ T -ivJCliv-2 + 2VL - iv)T -iv-lJCliv-2 - 2ip· DT -iV-IJCliV-2)}, (3.8) 

where (3.1) and (3.2) were used in the last step. 
This completes the expansion in \P/v). 

B. Reduction of general expreaalon 

In expression (3.8) there are a number of terms independent of the integration variable p . It is useful to collect these terms 
into common coefficients so that 

~{K-2[JCl Ts ] -1'}~S-iVJCliV-2{T -iV(dlO +xd1x + x In Td1x1n T) + T -iv-l(d20 +xd2x + x In Td2x1n T) 
aJL (1 + 2x) 

+ p. DT -iV-l(d30 + xd3x + x In Td3x1n T)}' (3.9) 

where 
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dlO=2p.(iv-l)/~, d20 = -2ivtu-iv), d30 = -2v, dlx =dlO(ivIns/~+2iv)-2iVJL/~, 

d2x = d20(iv In s/~ + 2iv) + 2ivtu - iv), d3x = d30(iv In s/~ + 2iv) - 2iv, 

d l xln T = ivdlO, d2xln T = ivd20, d3xln T = ivd30. 

Using (3.1) together with (3.4H3.6) in (3.3) we have 

TSPB = c f d 3p 'jJ7(pl(;2++
2
;2}ho + hIX)s-iV~lv-2{ T -IV(dlO +xdlx +x In Tdl xlnT) 

+ T -iv-l(d20 + xd2x + x In Td2xln T) + P' vT -iv-l(d30 + xd3x + x In Td3xln T)' 

Keeping terms through order (P/v) one obtains 

TSPB = f d 3pf(p){ (a1OT -Iv + a20T - iv-I + a 30p' vT - iv-I) + y(alyT - iv + a2y T -iv-I + a3y p' vT -iv-I) 

+ x(alxT -Iv + a2x T -iv-I + a3x p' vT -iv-I) 

+x In T (alxln TT -iv-I + a2xln TT -iv-I + a3x ln TP' vT -iV-I)}, 

where 

ato = hodlO' a20 = hod20' a30 = hod30' aly = 2hodlO, a2y = 2hod20' a3y = 2hod30' alx = hldto + hodix' 

a2x = hld20 + hod2x' a3x = hld30 + hod3x, alxlnT =hodlxlnT' a2x =hod2xlnT' a3x =hod3xlnTo 

I 

(3.10) 

(3,11) 

(3.12) 

(3.13) 

and 

f(p) = c'jJ 7(p)s-iV~iV-2K -2. 

Consequently (3.12) is of the general form 
3 

(3.14) 
and we discuss evaluation of Akj . In the next section we show 
how to reduce the Akj to linear sums of hypergeometric 
functions for general n,/,m final states. 

TSPB = L L Akj , 
k= I j=O,y,x,xln T 

(3.15) 

where, for general final states in (3.14) 

Akj = f d3pf(p)akjTt-n,(p. ut2yn3xn4(ln T)">' (3.16) 

in which ni = 0 or 1 depending on k andj(i = 1,2,3,4,5) as 
given in (3.12). 

Itmaybeshown,usingtechniquesinSec.III C,that(3.16) 
may be evaluated in closed form as a sum of hyper geometric 
functions when r/Jf represents a hydrogenic wave function 
with arbitrary quantum numbers n/m. 

C. Evaluation for 1s-15 capture 

Forls-nstransitionsJ(p) =f(p)in(3. 14) and from (3. 15) 
and (3.16) TSPB is a sum of terms, 

3 

TSPB = L L A kj , 
k= I j=o,y,x,xln T 

(3.17) 

where 

Akj = (00 dp P2J(PJak jJI d (cos ()) 
Jo -I 

X f1l" dr/J Tt-n,(p' ut2yn3x"4(ln T)n, 

= 100 
dp p2f(P)akj21rfkj' (3.18) 

where the terms 21rfkj come from the angular integration 
and the various terms akj in the integrand are defined by 
(3.1) - (3.6) and (3.10)-(3.14). In this section we explicitly 
evaluate the f kj terms for Is-Is transitions, where 

'jJ, (p) = 2V2/1rp~/2(P2 + p~)-2, (3.19) 
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There are 12 f kj terms in (3.17), as defined in (3.12). 
The first term is flO' The other terms will be generated by 
taking derivatives of this first term. Hence let us first consid-
er 

JI 1 12'17 JI flO = d (cos ()) - dr/J Tt = dz Tt 
-I 21r 0 -I 

= f~ I dz(A + 2LpzY 

1 (A + 2Lpz)t+ I 

= 2Lp(t+ 1) 
Z= + I 
Z= -I 

= 1 [(A + 2Lpy+ I _ (A _ 2Lpy+I]. 
2Lp(t + 1) 

(3.20) 

It is convenient to define 

F(t, ± )=[(A + 2Lpy ± (A - 2LpY]. (3.21) 

Hence our basic case is 

JI t 1 
flO = dz T = F(t + 1, - ), 

-I 2Lp(t+ 1) 
(3.22) 

where t = - iv. Similarly, 

f 20 = II dz T t- I = _1_F(t, _). 
-I 2Lpt 

(3.23) 

Next note that a number of terms are of the form 

JI 1 1211" 
fjk = dz- dr/J(p·V)T t- 1 

-I 21r 0 
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=_1 __ dz- dt/J(A +2LlcPdt v a fl 1 i 2
17' 

2t aLI - I 211" 0 

= _I -.!.. _ dz - dt/J (A + 2Lpz)t V L a fl 1 i 2
,,-

2t L aL - I 211" 0 

_ VoL 1 ~ (324) - ---:u-L dL 10' • 

where 2L dL = 2L/ dL I was used. and V is an arbitrary vec­
tor. Thus terms with P 0 V may be evaluated by differentiat­
ing terms without p • V. 

Consequently, 

f - fl dz_l_ r21r 

dt/J oVT'-1 = VoL.i..{ 1 
30 - -I 211" Jo P 2tL aL 2Lp(t+ 1) 

X [(A + 2Lpy+ I - (A - 2Lp)'+ IJ} 

= voL { __ I_[(A+2LP)'+1 
4t(t + 1)L L 2p 

-(A -2Lp),+IJ +~t+ 1)(2p) 
Lp 

[ ]} 
voL 

X (A + 2Lp)t + (A - 2Lp)' = 4L 3t (t + 1) 

X { - (l/p)F(t + 1, -) + 2L (t + 1)F(t, + I}. 
(3.25) 

where we note that 

a 
-F(t, +=) = 2ptF(t - 1, ±). 
aL 

(3.26) 

Increasing t by 1 and changing v to v /v2 and K/ K 2 gives 
f Ix and fly, namely 

and 

and 

Lov 
fix = 4L 3

V
2(t + 1)(t + 2) { - (l/p)F(t + 2, -) 

+ 2L (t + 2)F(t + 1, +)} (3.27) 

L·K 
fly = 4L 3K2(t + 1)(t + 2) { - (l/p)F(t + 2, -) 

+ 2L (t + 2)F(t + 1, +)}. (3.28) 

Decreasing t by 1 now gives f 2x and f 2y' namely 

Lov 
f 2x = 3 2 I - (l/p)F(t + 1, -) 

4L v tIt + 1) 
+2L{t+ 1)F{t, +)1 (3.29) 

LoK 
f 2y = 3 2 { - (l/p)F(t + 1, -) 

4L K t(t+ 1) 

+ 2L (t + 1)F(t, +)}. (3.30) 

Toevaluateaterminvolving(p 0 V)(p 0 v)theaboveproce­
dure is applied repeatedly. Thus 

fl 1 50
217 (0 K) fly = dz- dt/J ~ (p·v)rr- I 

-I 211" 0 K 
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K A ,a I 

- IV
k 

0- f dz(A 2L )'+ I 
-4t(t+l)K2aL l aL

k 
-I + IcPk 

KIVk ({)kl a LkL[ a 
= 4t(t+ 1)K2 T aL -'"[;3 aL 

LkL[ az) 
+[;2 aL 2 

X {2LP(: + 2) F(t+ 2, -)} 

= (8K2t(t + 1)(t + 2))-I{(K 0 v _ (K ~ L)(v 0 L)) 
L3 L S 

X( - ; F(t+2, -) +2L(t+2)F(t+ 1, +) ) 

+ (L 0 i~L 0 V)(; F(t + 2, _) 

- 4L (t + 2)F(t + 1, +) 

+ 4L 2(t + l)(t + 2)P F(t, - I)}. 
(3.31) 

Replacing K by v, one has 

f = (8v2t(t + 1)(t + 2))-1{(~ _ (v 0 L)(v ° L)) 
3x L3 L S 

X ( - ; F(t + 2, -) + 2L (t + 2)F(t + 1, +)) 

+ (LOi(~OV)(; F(t+2,-) 

-4L(t+2)F(t+ 1, +) 

+4L2{t+ 1)(t+2)PF(t, - I)}. (3.32) 

There now remain three terms, namely f kx In TI which 
include an In T factor in the integrand in (3.17) and (3.18). 
Noting that 

!..g' =!.. e'ln g = lnge'ln g = g' lng, (3.33) at at 

we have 

flxlnT =fl dz_
1_i21T 

dt/J(po2v)Ttln T 
-I 211" 0 V 

Defining 

= !..fl dz _1 r21r 

dt/J (!..:.!.)Tt at _ I 211" Jo v2 

a 
=-fl • at x 

a 
Fln{t, ±)=-F(t, ±) 

at 

= [(A + 2Lp)' In(A + 2Lp) 

± (A - 2Lp)' 1o(A - 2Lp}] , 

we have 
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flxlnT 

= L· v {2t + 3 F(t + 2, _) 
4L 3V2(t + l)(t + 2) pIt + 1)(t + 2) 

-~Fln(t+2, _)_2L(t+2)F(t+l, +) 
p (t+ 1) 

+ 2L (t + 2)Fln(t + 1, + )}. (3.36) 

Decreasing t by 1 we have 

a 
f2xlnT =-f2x 

at 

L· v {2t + 1 F(t + 1 ) 
= 4L3v2t(t+l) pt(t+l) ,-

_ ~ F 1o(t + 1, _) _ 2L (t + 1) F(t, +) 
p t 

+ 2L (t + l)Fln(t, +)}. (3.37) 

Similarly, the last term is given by 

f =!....f = _((t+ 1)(t+2)+t(t+2)+t(t+ 1)){(...!:..-_ (v.L)(V.L)) 
3xlnT at 3x SV2t 2(t+ W(t+ 2)2 L3 L 5 

X( - ;F(t+2, -)+2L(t+2)F(t+l, +))+(L·i(~·V)(;F(t+2, -)-4L(t+2)F(t+l, +) 

+ 4L 2p(t + 2)(t+ 1)F(t, -))} + (Sv2t (t + 1)(t + 2))-1. {(; 3 - (V· i(~· L)) 
X( - ; Fln(t + 2, -)+2LF(t+l, +)+2L(t+2)Fln(t+l, +))+ (L·i(~·V) 

X(;F1o(t+2, -) -4LF(t+l, +)-4L(t+2)F1o(t+l, +) 

+ 4L 2p(t + 1)F(t, -) + 4L 2p(t + 2)F(t, -) 

+ 4L 2p(t + 1)(t + 2)Fln(t, - i)}. 

This now gives explicit expressions for the f kj in (3.lS) 
for evaluation of the differential cross section for Is-Is elec­
tron capture in the SPB aproximation. Capture for Is~ns 
may be evaluated by simply takingpo~Zpln and modifying 
¢f(P) in Eq. (4.3). In order to evaluate TSPB the integration 
over pin (3.1S) may be done numerically. At large p the 
integrand is cut off by ¢ h) - p -4 so that the integrand varies 
asp-2 at largep, and the cutoff error is proportional top;;;";'. 
In actual evaluation 16 of this integral, integration intervals 
were chosen as 2n Zp with n running from - 1 to 11. Conver­
gence at large p may be improved and evaluation of higher­
order contributions in (PIV)2 may be obtained by retaining 
thep2 terms in the denomination of the ( J - T term in (2.2S) 
and in (3.4). 

In the evaluation of the p integration of (3.1S) there natu­
rally occur two regions, namely l2Lp 1 < IA 1 and 12Lp 1 ~ IA I· 
The latter region is important for evaluation of the Thomas 
peak at high velocities for systems symmetric (or nearly sym­
metric) in Zp and ZT' In this latter region, l2Lpl ~ IA 1 the 
above expressions for the f kj are useful. The first region, 
l2Lp 1 < IA I, is important for forward angle scattering, in 
general, and for systems when Zp <ZT' Here we have en­
countered numerical roundoff errors in evaluation of the 
f kj' and in this region we have used a Taylor expansion of 
the f kj in powers of 12LpI/IA 1 given by 

flO = 2(A t + [t(t - 1)16]4L 2p2A t-2), 

f 20 = 2(A t-I + [(t - l)(t _ 2)16]4L 2p2A t- 3), 
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f30 = ~L· V(t - 1)P2A t- 2, 

fIx = ~(L· v/2) tp2A t- 1, 

fly = ~(L. KlK2)tp2A t-I, 

f 2x = ~(L. VIV2)(t _ 1)P2A t- 2, 

f 2y = ~(L. KIK 2)(t - 1)P2A t-2, 

f 3x = ,V-Ip2A t-I, 

f 3y = ,(K. v1K2)p2A t- 1, 

fl xln T = ~(L· VIV2)p2A t-I(1 + tInA), 

f 2xln T = ~(L· VIV2)p2A t-2(1 + (t - l)1nA), 

f3xlnT = ,V- Ip2A t-llnA. 

(3.3S) 

(3.39) 

This expansion for l2Lp 1 < IA 1 may be used to cross check 
the numerical values of the full f kj given above at small 
l2LpI/IA I. 

The full peaking (FP) approximation of Macek and AI­
ston3 is recovered by retaining the first term in the power 
series expansions of f 10 and f 20 given above in (3.39). The 
transverse peaking (TP) approximation of Alston9 may be 
also related to our expressions by setting to zero transverse 
components ofK and p and terms -pIZT in (3.20)-(3.3S) and 
(3.13), except that the phase v is not approximated in the TP 
approximation. Both the FP and TP approximations lead to 
analytic expressions that are simpler and consequently easi­
er to use than our expressions. However, both the FP and TP 
approximations introduce errors of order ZpIZT' which we 
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avoid. Hence, unlike the FP and TP approximations, our 
method is applicable for electron capture in systems sym­
metric in ZT and Zp' e.g., p + H. 

D. Reduction of general case to closed form 

The general form for capture from Is to nlm hydrogenic 
states is given in the SPB approximation (3.15) and (3.16), 
namely, 

where 

A kj =c f d3p¢j(p)s(P)-iV,(liV-2K-20kj 

X Tt - nl(p' Dt2yn
3x

n4(ln Tt'. (3.40) 

The only dependenceonp in (3.40) not previously consid­
ered occurs in ¢ j(p). Choosing unit vectors ex' ey , and ez ' 

one may find the Cartesian tensor components of ¢ j(p) by 
taking inner products of the em (m = x,y,z) with ¢ j(p). For a 
final state quantum number oF, this yields polynomials in 
(em' p) of order I. (The m components of Tif may be ex­
pressed as linear combinations of the Cartesian components 
of TSPB thus formed.) Hence the general form of the A kj in 
(3.40) is 

Akj = f d 3p j(p)(ex • p)lx(ey • p)IY(ez • pll. 

(3.41) 

where 

Ix + Iy + Iz<.l. 
Using the methods illustrated in the previous section this 

expression may be expressed in terms of derivatives of the 
expression 

Ab = ("" dp p2j'(p)OlOfl dz (2'" dt/J (A + 2Lpz)t 
Jo -1 Jo 
(00 d 2I"(p) 21T 

= Jo 'P P J OI02Lp(t + 1) 

X [(A + 2Lp)t + 1 - (A - 2Lp)t + I]. (3.42) 

One may, of course, apply the methods of the previous sec­
tion and evaluate integrals over p numerically. 

However, one may also reduce the above expression to a 
linear combination of hypergeometric functions. This may 

be done by first noting that j(P)-~n,cn,pn'I(p2 + p~t', 
where n' is a positive integer. Each of these terms may be 
generated by differentiation of the basic expression (taking 
t---+-iv) 

Abc = fOpdP(P2+P~l m-ivI 

X [(A + 2Lp) iv,-n _ (A _ 2Lp)-iV,-n] 

1 a f"" d (p2 2)-m-iVI = - 'P +PO 
2( - iV2 - n + 1) aL - "" 
X(A+2Lp)-iV, n+l. (3.43) 

852 J. Math. Phys., Vol. 26, No.4, April 1985 

Setting x = plpo and a = A 12Lpo, the above integral is 
proportional to 

F= J:"" dX(X2+ 1) m-ivI(x+a) n Iv, + I. (3.44) 

Now setting (x + a) = (a + ilY, one may show 

F= [ - (a + llfl(a + itz+ 1[ - (a _ i)Jt l 

xi dy /Z(1 - y)tl(1 - yz)\ (3.45) 

wherez = a + ila - i and c is a suitable contour in the com­
plex y plane. One may show that the contour integral satis­
fies a hypergeometric equation so that F can be expressed as 
a linear combination of an independent pair of two hyper­
geometric functions satisfying the above-mentioned hyper­
geometric equation. Thus one may write 

F = [ (a + iW (a + itz + I [ - (a _ 1 )tl ] 

X [c~{ - t1> 12 + 1; - 211; - a ~ J 

- 2i)] 2(t) + 1);--. 
a -l 

(3.46) 

The coefficients C and D may be determined by taking a-G 
and 00, and evaluating (3.44) directly. 

Thus the SPB T matrix may be expressed as a sum of 
integrals as given by (3.40) and (3.41). These integrals may be 
generated by parametric differentiation of the basic integral 
in (3.43). Thus the SPB Tmatrix may be expressed as a sum 
of derivations of hypergeometric functions. 

IV. SUMMARY 

The electron capture problem is characterized by two dif­
ferent asymptotic potentials. Vp • the interaction of the elec­
tron with the projectile, and V T' the interaction to the elec­
tron with the target. In the SPB approximation the Tmatrix 
is expanded to first order in the weak potential, identified 
here as Vp • retaining all order in the strong potential VT • 

Errors in this approximation are (i) order (S Vp dt )2, i.e., or­
der (Zplnv)2, where Zp is the projectile charge, and v is the 
collision velocity, and n is the principal quantum number of 
the final state; and (ii) order (1/ M) where M - lO3 for heavy 
projectiles. 

Taking V T asa Coulomb potential (rigorously speaking, a 
screened Coulomb potential in the limit of zero screening). 
one may serve an integral expression (2.18) for T SPB in terms 
of the off-energy shell Coulomb wavefunction, which has a 
phase divergence in the on-energy shell limit. Ignoring terms 
of order (Zplnv)2, Macek's integral expression (2.28) may be 
obtained. At this point we introduce a further approxima­
tion by expanding various terms to order (Zplnvf Our tech­
nique, described in Sec. III, is to expand all terms in powers 
of (Plv) (where p <Zpln is the integration variable), except 
the term arising from the Green's function operator, which 
gives rise to the Thomas peak. The result for Is-Is transi­
tions may be expressed as 
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(4.1) 

where 

lip) = c'ijJ 1s - ;v~;v - 2K -2, (4.2) 

with 

c = (ZTI2)3/2161TZp, 'ijJ 1 = (2.,fi11T)P~/2lp2 + p~)-2, 
Po = Zpln, s = 1p2 + p~)/4v2, 
V= ZTlv = it, K2=Kf+K~, 

Kl = (MpMT/(Mp + MT))vOcm ' (4.3) 

K; = (l/4v2)(V2 + 2(E; - EtW + Z;ln2, 

J + K + mv = 0, ~ = p,2 + J2, p, = ZT' 

L = J - ip,v, L 2 = L· L, L = (L 2)1/2, 

A = (p. - iV)2 +K2. 

The coefficients Ok) are given by (3.13), (3.10), and (3.6) and 
the 12 .f}k terms are given by (3.22H3.38), with F(t, ±) 
defined by (3.21) and Fln(t, ±) by (3.35). 

Using this integral expression, (4.1), one may generate 
higher-order corrections in Iplv) by replacing in (4.2) [in ac­
cord with (2.28)] K -2 by (K 2 + p2)-1 and modifying by re­
placing v-2 by (v2 + p2)-1 so that the integraRd in (4.1) al­
ways converges at large p. This also tends to improve the 
calculations for v - Z T' 

Theaboveexpressions(4.1H4.3)mayalsobegeneralized 
in a straightforward way to evaluate cross sections for cap­
ture to final states with arbitrary quantum numbers n, I, m. 
This is discussed in Sec. III D, where it is also shown that 
these SPB amplitudes may be reduced to a linear combina­
tion of derivatives of hypergeometric functions. 
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A uniform asymptotic expansion in the variable, determining the location of the observer for the 
fields scattered by a perfectly conducting parabolic cylinder, is derived. This expansion can be 
applied to scattering by arbitrary smooth convex surfaces of variable curvature. The accuracy of 
numerical results is examined. 

I. INTRODUCTION 

In this paper, the fields on the surface of a parabolic 
cylinder derived by Fock, I Jones,2 Rice,3 Hong,4 and OttS 
are used together with the divergence theorem in two dimen­
sions to derive a uniform asymptotic expansion for the fields 
scattered by a parabolic cylinder. The expansion is "uni­
form" in the variable locating the observers coordinates as 
the observation point moves from the lit region through the 
penumbra and into the shade. Higher-order terms in the 
asymptotic expansion were retained near the light-shadow 
boundary. 

This expansion can be applied to scattering by arbitrary 
smooth convex surfaces of variable curvature by using the 
curvature of the surface in the asymptotic expansion derived 
in this paper. The solution is valid in the short-wavelength 
region. 

The accuracy of the numerical results computed using a 
96-point Gaussian quadrature algorithm for the transition 
function are examined as a function of the integration inier­
val length. Contour plots of the magnitude of the total field 
in the region around the parabolic cylinder are presented for 
two angles of incidence. The asymptotics for the transition 
function are also presented. 

II. ANALYSIS 

The geometry of the incident plane wave and parabolic 
cylinder is shown in Fig. 1. The equations defining the trans­
formation from rectangular coordinates to parabolic cylin­
der coordinates are 

x = !(S2 - ,p), 
Y = 5"1· 

(la) 

(lb) 

The equations defining the transformation from parabolic 
cylinder coordinates to cylindrical coordinates are 

S = v'1r cos(1/> /2) , 

"1 = S tan(1/> 12) . 

A unit tangent vector to the "1 curve is 

eT = ex sin(1/> 12) - ey cos(tP 12) , 

(2a) 

(2b) 

(3) 

and a unit normal to the surface of the parabolic cylinder 
5 = So is 

en = ex cos(1/> 12) + ey sin!1/> 12) . 

A unit vector in the direction of the incident wave is 

er = ex cos 1/>0 + ey sin tPo . 

(4) 

(5) 

From Eqs. (4) and (5) the incident wave grazes the cylinder, 
S=So when 

(6) 

or 

I/> = 2IP0 - rr , 

and from Eq. (2b), "1 = - So cos tPo· 
From the divergence theorem in two dimensions and 

a(/> 
- = 0, for 5 = So , an 

we have, for the scattered field, 

l aG 
(/). (x, y) = (/) (So, "1) - dTJ , 

So an 

(7) 

(8) 

where (/) (50' "1) is the total field on the cylinder and the two­
dimensional Green's function is (e IWI time convention) 

G(x,ylx',y') = (iI4)H~)[k [(x - X')2 + (y _ y')2] 1/2J, (9) 

with x', y' coordinates on the surface of the cylinder S = So. 
The field on the surface of the cylinder is given bys 

(/) (So, "1) = -=-!.. f'" djl r (ijl + J.-) (tan !tPo)iIl- 112 

2rr - '" 2 cos(l/>oI2) 

XD _ i,.. _ 1/2 (hTJ)/D :,.. _ III (hSo) , (10) 

whereh = ~2ik andD _I,.. _ 1i2 (hTJ) is the parabolic cylinder 
function of complex order. The integral in Eq. (10) has a 
saddle point near jl = jl.p = ~k5 ~, which coalesces with the 
point "1 = - So cos 1,60 near grazing. Ote has shown that 

\\ f" SPECULAR 

I ~IRECTION ___ I q,~_._l R 

: ' '<'-:.:en 8s r 
iNCIDENT C/ 8 q, q,o' 28, 
WAVE ' 

FIG. 1. Geometry for incident plane wave, stationary phase point (x,p' Y,p) 
and observers coordinates. 
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near the saddle point Eq. (10) has the following asymptotic 
expansion: 

4> (So, y) = (ei5"'/6/21T)(!kS~)-1/3 

xJoo d exp[ - ill( ± S2 -In tan(pol2))] 
_ 00 Il Ai/(eI21T/3s .p2(3) , 

(11 ) 

where the plus sign applies for "fJ > 0, the minus sign for "fJ < 0, 
and 

(12) 

and 

(13) 

In the neighborhood of the saddle point we expand Il as 

Il = /l.p + /l!~31" , 11"1 < 1 . 

Making the substitution 

s = JV, ds = (2s) - 1 dv , 

and noting that 1 < lsi < 1 + E, with E a small number, 

2 S3/2- 1 

{

IIl.";Il) ~v - 1 dv, - 1T<arg Il <0 , 

"3 1 - t ~v-l dv, -21T<argll< -1T, 
)11l.";Il) 

= [(V _ 1)3/2/~1~1l"';1l1 , 

(V - Wf2/~1111l"';1l1 ' 

{
Ilsp//l- 1 , - 1T<argll<O, 

S1= 1 -/lsp/Il , - 21T<argll < - 1T. 

Substituting Eq. (14) into Eq. (17) 

From Eq. (9) 

(14) 

(15) 

(16) 

(17) 

I 
1 , 

I' -0 1',,-0 
~I t 

I' - I'sp 

1 .. 
0, :"'2 3"'2 

"III' , 
J I I' -I'sp r" -1111'-' 001 

11'-' 00) SOP I 
I 
I 

: ~1 on t - , 
l_, ORIGINAL ) 

1 
I PATH , 
,----_/ 

FIG. 2. Region of validity for asymptotic expansions for parabolic cylinder 
functions and the variable s. vs arg p. 

(18) 

Figure 2 shows the variation of S 1 VS arg Il along the 
original path and versus arg 1" along the steepest descent 
path. Also shown is the region of validity of the asymptotic 
expansions for the parabolic cylinder functions, 
Dill _ 1/2 (h"fJ). The connection between the branches is 

arg{ i [S1(( Ilsp/ll)ei '1] 3/2) 

= - arg{HS1(IlSP/,u)]3f2) + 1T. (19) 

Ote has shown that near the saddle point, the exponent 
of the exponential function in the integrand of Eq. (11) has a 
Taylor series expansion about the grazing point, 
"fJ = So cot ¢o, given by 

- ill( ± S2 -In tan(¢oI2)) 

= _ i{ kScf1J (1 _ cacos ¢o) + kS ~ ( - cos ¢o 
sin2 ¢o lto 2 sin2 ¢o 

+ -- + - (J)1" 1 + ---'-"-(i)3) (k )1/3 ( (i) cos ¢o)} 
3S6 2So lto' 

where 

(J) = "fJ sin ¢o + So cos ¢o' 

with 1" defined in Eq. (14). 

(20) 

(21) 

• I , H \21{ k [(x - x'f + (y _ y/)2] 1(2) 
VG = (-lk/4)[(x - x lex + (y - y )ey] [(x _X,)2 + (y _ y')2] 1/2 . (22) 

Now 

aG 
VG-en =-, 

an 

and substituting Eqs. (22) and (4) into (23) and using the asymptotic form for H\2) we have 

aG 
an y' = &0" - ( - i/4)(2k /1T) I 12ei317'/4 {So [x!(S ~ - "fJ2)] + "fJ( Y - So "fJ) J 

where 

855 

x' = 11&5 _ .,21 

exp{ - ik [Ix - !(S~ - "fJ2))2 + (y - So "fJf] 1/2) 

[(x - !(S~ - "fJ2)f + (y - So "fJ)2P/4 
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r =xex + yey' 

soIcos(¢ 12) =.JS ~ + 1]2 = So~ 1 + tan2 ¢ 12 . 

Substituting Eqs. (11), (20), and (24) into Eq. (S), we find 

ei13TT112 ( 2k)ll2(ks~) -1/3 J"" J"" [So(x - HS6 -1]6)) + 1](Y - So 1])] 
f/) (x y) = -- - - d", d,J ..:.::....;~-=-'---.:..;~---'-'--=-:.~ 

s 's 2 'f r R 3/2A"( iTT131: 2/3) 
1T 1T -"" -'" 1 e ':>11l 

(25) 

(26) 

(27) 

The result in Eq. (27) is exact in the far field for the given boundary condition. We assume ks ~ is a large parameter and 
evaluate the 1] integration in Eq. (27) asymptotically. The "rapidly" varying portion of the exponent in the exponential 
function in Eq. (27) is 

I{ )= .. ~Scf1! _kW2COS¢0_kS6cos¢0+k[[(x_liI:2_ 2))2+( _I: )2]1/2} (2S) 
/l, 1] . 2 '" 2' 2 '" 2 . 2 '" 21!> 0 1] Y ':>01] , sm 'f'0 sm 'f'0 sm 'f'0 

where ks 5 cos ¢012 sin2 ¢o is the incident wave. The "sIowly"varying portion of the integrand for the 1] integration is 

H( 1]) = (exp[ - ilk Ilto) I 13W'T - ikw3/6SoJIR 3/2J[SO(X - !(S ~ - 1]2)) + 1](Y - So 1])] . (29) 

We expand this in a Taylor's series about the stationary phase point, /lop, as 

1 aZHI H{1])=H(1]sp) +-2 -a 2 {1]-1]op)Z+"., 
1] 1/ = 1/,. 

(30) 

where the odd term ( 1] - 1]sp) integrates to zero when multiplied by exp[ - (i I" /12)( 1] - 1]sp f J over the infinite range of 
integration on 1]. 

After a great deal of algebra 

a 2H exp{ - ilk 12so)1/3W'T - ikw3/6SoJ {[ .( k )1/3 . kK2 cos
2 

Os]2 KR . 2", 0 -- = - - I - 'T - I • sm 'f'0 cos 
a1]2 R 3/2 lto 2So s 

+ (y _ So 1])[ - i(~)1/3 'T - i kK 2 cos
2 

Os] sin,po + ~ K 2 sin Os cos Os sin ,po[ _ i(~)1/3 'T 
2So lto 2 2So 

'kK2COS20s] .kR K2 O' 2", I: 3 K 0 [K 2+x-!(S6-1]2)] 
- I . lSo - I To cos s sm 'f'0 - ':>0 - 2 cos s R 

3 (y - So 1]) 3K
3 

sin
3 

Os 3 K . 0 (y - So 1]) --KcosO . - -- sm 
2 s R R 2 R 

3 2 •• [ .(k)1/3 .kK2 cos
2 Os] 9K3cosOsSin20s} 

- - K cos 0 sm 0 sm "'0 - I - 'T - I + - --~=------=-
2 s s 'f' 2So 2So 4 R 

(31) 

r 
where the curvature is and a second solution valid in the shade 

K=soIcos¢/2. (32) sin Os = sin(¢o - ,p 12), Os = ¢o - ¢ 12 . (34) 

To find the stationary phase point, we compute from Eq. (2S) 

al kSo kw cos ,po -=--_. 
a1] sin ¢o sin ,po 

+ k [ 1][x - ~(S6 _1]2)] - So{Y - So1])}lR 

These two solutions are shown in Fig. 3 for one incidence 
angle ,po. The solution in Eq. (34) removes the incident wave 
in the shadow region. After a great deal of algebra, from Eq. 
(2S) we obtain 

and 

= ksolsin ¢o - [k ( 1] sin,po + So cos ,po)cos ,p01lsin,po 

- k( 1]2 + s~)1/2Ie" xeR / 

= kso(cos(,p 12)sin ,po - sin(,p 12)cos ,po) - kSo sin Os 

al = 0 = cos(,p 12)sin ,po - sin(¢ 12)cos ,po - sin Os , 
a1] 

or one solution in the lit region is 

with 

a
2
1 k '" kS6 20( 2,p) - = - cos 'f'0 + -- cos 1 + tan -a1]2 R s 2 

+ (kiR )[x - !(S6 _1]2)] 

= (k IR )[(x -xsp)- R cos ¢o + (K cos Os)2J 

~(kIR){2x+(KcosOsfJ, (35) 

sin [11' - (,po - ,p 12)] = sin Os, Os = 11' - (,po - ,p 12) , (33) From Eqs. (2S), (33), and (35) we have 
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x' /' GEOMETRICAL OPTICS SCATTERED WAVE FRONT 

-- -- - _L __ 0 f <I> • 'lI" 2 2<1>0 

~ ~_ _~~ GRAZING 1'. k ~/2 
, ,..,.-. --_ " • ~D cot <1>0 

I //' \, ......... __ ~ 
, 1- \ --

'/
/ cf \ <I> ''-'--_ y •• 2 .2 (x - ) \ ......... Co 2 

, -- (q, 
\ FOCUS I~ - 0, " • 0, I' .'or'" y<l>o - 2") 

FIG. 3. Definition of stationary phase 
points in lit and shadow regions plus fo­
cus of caustic points inside parabolic cyl­
inder. 

f( /.I., 7J) = k [R + (Ysp sin (>0 + x.p cos (>0)] f:", H( 7J)e- ifl14,'I/)d7J 

+ (k IR )[lx + (K cos Bs)2] [( 7J -7Jspf/2] = exp { _ i(..!5..-) 1/3 K COS Bs r _ i kK 3 cos
3 

Os} e - i,,/4 

2So 6$0 

+.... (37) 

From Eqs. (30), (31), and (32) we have 
• {K;~~20s JI~~I {!} -i[so+i(Y-so7J) 

X ~~J 1/3 sin (>0] 2R\/2 ~ I :~13 {_~}}, (39) 

H( 7J) = exp - i - K cos Bsr - i-- cos3 Bs { ( 
k ) 1/3 kK 3 } 

2So 6S0 wheref"( 7Js) > 0 corresponds to one andf"( 7Js) < 0 corre­
sponds to i, 

{ 
So cos Bs [ . 

X R 1/2 cos(O 12) - So + l(Y - So 7J) 

( 
k )1/3. ](7J-7Jsp f} 

X r 2so sm (>0 2R 3/2 

1 {( k )1/3 kK} =--exp -i - KcosO r-i-cosO 
R 1/2 2So s 6So s 

X ( 7J - 7J.p f} . 
2R 

(38) 

= {if exp{ - i(~JI/3 K cos Osr 

_ i kK
3 

cos3 0 }e- I"/4 

6S0 s 

• {[ (KCOSOs)2 ]1/2 {I} 
lx + (K cos Osf i 

+i [(ks~)1/2+iYTlk(kl2$o)1/3sin(>0] { II} 
21k [21xl + (K cos B.f] }H2 - i . 

(40) 

The /.I. integration in Eq. (27) is transformed to the r 
plane by Eq. (14) together with 

d" = 1/ 1/3 dr r- r-sp , 

(41) 

The 7J integration is, from Eqs. (37) and (38) Substituting Eqs. (37), (40), and (41) into Eq. (27) gives 

<Ps(x,y) = _e_ expl - ik [R + (xsp cos (>0 + Ysp sin (>0)] I s 2 . 
is,,16 ({[ (KCOSO)2 ]1/2 {I} 
41T lx + (K cos Os) 1 

. (ks~/4)1/2 [I]} { .kK 3COS30s}i expli(k/2$0)1/3KcosOsr} + I exp -I dr---'-------=---:.. I k [lx + (K cos Os f]) 3/2 - i 6$0 c Ai'(e - .2"/3r ) 

,Jk(k/2So)I/3 sin(>0 {'kK3COS30s}1 exp{i(k/2So)I/3KcosOsr} { I}) - exp - 1 r dr ---"--=----'----~.:... 
2(k[2Ixl+(kcosOs)2]l3/2 6S0 c Ai'(e- 12"./3r ) -I' 

(42) 
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where the contour c is yet to be specified. We select the path 
in the complex r plane where Ai'(e - i2"./3r ) in the denomina­
tor of Eq. (42) is exponentially large. This occurs along the 
rays <XJe,2"./3 to the origin and the negative real axis. The 
zeros of Ai'(e - ,2"./3r ) in the complex r plane lie along the ray 
arg(r) = rr/3. Traveling waves in the complex r plane lie 
along the ray arg(r) = -rr. By the Cauchy-Goursat 
theorem 

1: e - iaT dr = 0 , r Ai'(e - 12"./3r ) 
(43) 

where 

a = - (k /2S0)1/3K cos Os , (44) 

and c consists of the ray from - <XJ to the origin 
(arg r = - rr), from the origin to <XJei2"./3 (arg r = 2rr/3), 
and along the arc at <XJ so as to close the path. The contribu­
tion along the arc at <XJ goes to zero and Eq. (43) becomes 

{ [ l
ooe'2~/3} e - tar 

+ dr =0 
_ 00 0 Ai'(e - i2"./3r ) 

(45) 

or 

[ 
e - iar dr = [ e - iar dr. (46) 

_ 00 Ai'(e - 2"./3r ) ooeaw/) Ai'(e - i2"./3r ) 

Thus, c in Eq. (42) is 

{[ 
rOO} e- jar 

ooe"rIJ + Jo Ai'(e - 12"./3r ) dr. 
(47) 

Now introduce the rotation 

t = e - ,2"./3r , dt = e - ;2"./3 dr , (48) 

and the contour becomes the one shown in Fig. 4 and our 
uniform asymptotic expansion is 

4>s(x,y) = - i exp[ - ik [R + (xsp cos t/Jo + Ysp sin t/Jo)] 1 
4rr 

x [ (K cos Os )2 ] 1/2 { ~} 
2x + (K cos Osf I 

+ i (ks~/4)1/2 

(k [21xl + (K cos OsfJ f12 

x{ I} e-ia'/3G(a) __ 1_ 
- i 24/3 

(49) 

with 

(50) 

and 

a = - (kS~/2)1I3[COS OJcos(t/J/2)J ' (51) 

which is valid in a uniform sense with respect to the variable 
Os or the observers location. The Os varies from 0 to rr/2 in 
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FIG. 4. Magnitude of2 Ai'(z) in complexz = x + iy plane. Also, integration 
contour c in evaluating transition function. 

the lit region to rr/2 at grazing from rr/2 to rr in the shade. 
For large values of a we have 

Ai'(z)- (izI/4/2F)e2/3z'/2, rr/3 < arg z < 5rr/3 , (52) 

and Eq. (50) becomes 

f
oo ."W/3 [azei"./6 - ~121 

G(a)- ooe-,2w/3 -i2foexp Zl/4 dz. (53) 

Now 

j(z) = aze j"./6 _ ¥3/2 

has a stationary phase point when 

j'(z) = 0 = aei"./6 _ Zl!2 

or 

Also 

j"(z) = _ ¥-lf 2 . 

Thus, 

G(a) = - i2fo(1/z~:4)v1~~:4e;a3/3 

__ i4rreia3/J , 

and the scattered field in the lit region becomes 

TABLE I. G(a) in Eq. (50) vs a. 

a IG(a)1 arg G (a) (rad) 

- 3.0 1.9976164 2.004 5351 
- 2.5 1.9935706 - 0.48123661 
- 2.0 1.9817335 2.0708528 
- 1.5 1.947577 2 - 2.653 338 8 
- 1.0 1.860 6467 - 1.840 348 7 
-0.5 1.6818866 - 1.544 396 7 

0 1.3993757 - 1.570 796 327 
0.5 1.0590878 - 1.769061 9 
1.0 0.73822256 - 2.035 778 6 
\.5 0.48813790 - 2.313 634 I 
2.0 0.31533519 - 2.582 729 6 
2.5 0.20248286 - 2.843 095 4 
3.0 0.13002247 - 3.0992228 
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TABLE II. Convergence of G (a) with E. 

E Re G(1.0) 

O.OS 3.S92 306 7 
0.10 3.S92 306 7 
0.2 3.S92 306 8 
1 3.S923104 
2 3.S92 768 0 

1m G(1.0) 

+;2.0112297 
+;2.0112297 
+; 2.011 2297 
+; 2.011 229 8 
+ ; 2.010 690 3 

? = - exp{ - ik [R + (x.P COS?o + y.p sin ?o)]} 

• [(K cos 0.)2/(lx + (K cos Oof)] 1/2. (55) 

The factor 

Divergence = s [ 
(K cos 0)2 ] 1/2 

lx + (K cos Os)2 
(56) 

is the classical divergence factor and the minus sign in Eq. 
(56) is the reflection coefficient. 

Figure 3 shows the locus of image points at a distance 
K cos Os from the reflector surface. 

III. NUMERICAL RESULTS 

Table I gives a tabulation of the function G (a) in Eq. 
(50). The results in Table I were obtained on a CDC Cyber 
170·835 with approximately a 56 ns cycle time. The integral 
G (a) was computed using 96 Gaussian quadrature points per 
interval of length E. The range of floating point numbers on 
the CDC 170-835 is 

1O-293<x<lcY22 , 

with 60 bits per word (about 14 significant figures). The float-

CONTOUR VALUE'S EDLRL LABELED UAlLE~ TIMES 1. [-01 

-2.00 

X 

ll'lflEL CONTWR U~UE 

DO O. 
02 2.0000E-ol 
04 '.OOOOE-ol 
06 6.0000E-01 
08 9.0000E-ol 
10 I. OOooE+OO 
12 1.2000[+00 
14 1.4QOOE+OO 
16 1.6000E+OO 
18 1.0000£+00 
20 2.0000£+00 

FIG. 6. Contour plots of magnitude of total field for tPo = 3lT/4 for 
- U<x<U, U<y<6J. 

CONTOUR VALUES ECURL LABELED VALUES TIMES I.E-Ol 

.80 1.20 I.SO 

I 

200 

X 

2.40 280 

FIG. S. Contour plots of magnitude oftota! field for tPo = 317/4 for - O.U<y<A, 0<x<3.U. 
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LABEL CONTOUR VALUE 

00 O. 
02 2.0000E-01 
04 4.0000£-01 
06 6.0000£-01 
08 8.0000E-ol . 
10 I. OOOOE+{)O 
12 I. 2000E+{)0 
14 1. 4000 E+{)O 
16 1. 6000 E+{)O 
19 1. 8000 E+{)O 
20 2.0000E+{)0 
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5.50 -

5.00 _ 

>- ..... 00 -

3. 50 -

3. DO _ 

2. 50 -

-2.00 

CONTOUR vm..UES E~ LFeELED VALlES TIMES 1 .. E-01 

-1.50 -1.00 

I I I I 

LAIIEL 

00 
00 
00 
00 
DO 
00 
00 
00 
DD 
01 
01 
D' 
D9 
10 

COIITruR VI'LUE 

5.0000[-{)3 
7.0000E-Il3 
I.OODDE-IlZ 
1.5000E-{)2 
2.0000E-02 
2.5000E-{)2 
3.0000[-{» 
3.5000E-{» 
5. QOOOE-CZ 
1.0000E-ol 
I. '5000 E-o I 
2.0000£-01 
9.0000E-ol 
I.OOOOE«)O 

FIG. 7. Contour plots of magnitude of total field for ¢o = 1T/2 for 
- U<.H';U, U<.v<6A. 

ing point range limited the approximation of the infinite lim­
its in Eq. (50) to around 107 [i.e., exp( + ~(107)312)~ 10322

]. 

Table II shows the variation in G (a) for a = 1.0 for different 
values of the interval length E. From Table II, E~0.15 will 
yield about 8 significant figure accuracy so E = 0.14925 was 
used in the algorithm. 

In Fig. 5 we show a contour plot of the magnitude of the 
total field 

4> (x, y) = e - ikrcos(4) - 4>0) + 4>Ax, y) , (57) 

with lPs (x, y) calculated from Eq. (49). The parameters for 
the plot are A. = S ~ and tPo = 317/4. The modal pattern in 
Fig. 5 is the result of the interference of the incident plane 
wave and the scattered plane wave. The magnitude of lP in 
Eq. (57) varies from about 0.4 to 1.7 for 0":;X..:;44 and 
- U <v,,:;4. The magnitude does not vary from 0 to 2 in Eq. 

(57) because the divergence factor is less than unity. 
When Os > 1T/2 the total field in the shade is given by 
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4> (x,y) = 4>s(x,y). 

From Fig. 1, 

r~R + rsp cos(tP - 0) 

or 

r~R - rsp cos(tP - tPo - 20.) , 

and from Eqs. (59) and (60) 

- 20s + tP - tPo = tP - 0 - 1T 

or 

Os = 1T/2 + (0 - tPo}/2 , 

and Os = 1T/2 when 0 = tPo. 

(58) 

(59) 

(60) 

(61) 

In Fig. 6 contour plots for the magnitude of the total 
field are shown for - U..:;x..:;U and U<v..:;6A.. Generally, 
the magnitude of the field in this region varied from about 
0.8 to 1.2. The light-shadow boundary intersects the lower 
left-hand comer of Fig. 6 at the point x = U,y = U. In this 
region the scattered field is traveling in a direction closer to 
the direction of the incident wave than for the contour plot in 
Fig.5. 

In Fig. 7 contour plots of the magnitude of the total field 
are shown for - U..:;x..:;U andU<v..:;6A. fortPo = 1T/2. The 
lines of constant field magnitude are nearly parallel to the 
incident wave front. 

IV. CONCLUDING REMARKS 

A uniform asymptotic expansion for the fields scattered 
by a parabolic cylinder is derived. This expansion involves a 
transition function that allows for the expansion to remain 
valid as the observer moves from the lit region through the 
penumbra and into the shade. The solution is applicable to 
scattering by arbitrarily curved convex surfaces by replacing 
the curvature of the parabolic cylinder with the curvature of 
the surface in question. 
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Exact solutions of the wave equation with complex source locations 
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New exact solutions ofthe homogeneous, free-space wave equation are obtained. They originate 
from complex source points moving at a constant rate parallel to the real axis of propagation and, 
therefore, they maintain a Gaussian profile as they propagate. Finite energy pulses can be 
constructed from these Gaussian pulses by superposition. 

I. INTRODUCTION 

A recent article by Brittingham 1 has indicated the exis­
tence of a new type of solution of the homogeneous, free­
space wave equation 

DcP(r,t)= [.:1-a~tlcP(r,t)=O, (1) 

which was termed a focus wave mode (FWM) for its alleged 
solitonlike properties. It has been found that this FWM is 
but one of a class of solutions of (1). In particular, assuming 
the desired direction of propagation is along the z axis, a 
solution of the form 

cP(r,f) = eik(Z+ct)Fk(x,y, z - et) (2) 

reduces (1) to a Schrodinger equation; Le., 

e-ik(z+ctIDeik(z+ct)Fk = {.:11 +4ika"lFk 0, (3) 

where the transverse Laplacian is .:11 = a; + a; and the 
characteristic variables are (1",0") = (z - et, z + et). Equation 
(2) has a symmetric solution (p2 = X2 + y2) 

Fk(x,y, 1") = exp[ kp2/(ZO + i1")]I41ri(zo + i1"), (4) 

that originates at the complex source location (p, 1") = (O,izo), 

[.:11 +4ika"lFk(x,y,r)=o(p)o(r-izo), (5) 

the right-hand side being identically zero for a point in real 
space-time. 

Clearly, the source location z = izo + et moves parallel 
to the real z axis. Moreover, defining the complex variance 
V = Zo + i1" so that 

l/V = l/A - i/R, (6) 

it is recognized immediately that (4) represents a moving 
Gaussian beam with beam spread A = ~ + (r /zo), phase 
front curvature R = 1" + (~h), and normalized beam waist 
(A /k )1/2. Consequently, combining (2) and (4), the funda­
mental solution 

'" ( t) _,/, ( ) _ exp[ikO" kp2/(ZO + i1")] 
'P r, - 'fJk p,1",O" - --''-=---.....:...---'-''--'--~ 

41ri(zo + i1") 
is a modulated, moving Gaussian pulse. 

II. SOLUTION BEHAVIOR 

A short time history of Re cP with f = ke/ 
211" = 3.0 X 109 and zo = 1.0 is shown in Fig. 1. The second 
subplots are contour plots of the three-dimensional surface 
plots given in the first subplot. The Gaussian profile of the 
pulse is apparent. Notice that this profile is maintained dur­
ing propagation with only local variations. The latter occur 
primarily near the profile center (p, 1") = (0,0). The variation 
in the shape of cP with k is illustrated in Fig. 2. The pulse is 

concentrated near the p axis for small k and becomes more 
concentrated along the z axis for large k. The unusual fea­
tures of the plots in Fig. 2( c) such as the jagged peaks and the 
ragged contours are artifacts of the coarseness of the compu­
tational grid. It has also been demonstrated that the pulse 
amplitude decreases as zo increases. 

The FWM solution of Maxwell's equations in Ref. 1 is 
readily obtained from (7) with a Hertzian potential formula-

z (em) 

z (em) 

8 30,0 

" ~ 
0 
.c: 20.0 

... 
10.0 

d ~ ~ ~ ~ ~ :",' ~ .. ' ~ t;" ~ i' - tV ., 

Z (em) 

FIG. 1. A time sequence of the fundamental solution (7) for 1= kef 
21T = 3.0X 109 and Zo = 1.0 demonstrates that it is a modulated moving 
Gaussian pulse: (a) t= 0.0, (b) t= 4.0X 10- 10, (e) t= 8.0X 10- 10• 
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z (em) 

z (em) 

z (em) 

FIG. 2. As k increases, the Gaussian pulse profile becomes more concen­
trated along the z axis than along the p axis: (a) 3.0X 107

, (b) 
/= 3.0X 109

, (c)/= 3.0X 1011. 

tion. It is the zeroth-order mode in a sequence of multipoles 
that can be generated in a cylindrical (rectangular) geometry 
by applying Laguerre (Hermite) polynomial operators to the 
fundamental Gaussian mode (7). Dr. Brittingham has 
brought to my attention that Belanger also recognized this 
point. However, contrary to the original article I and to Ref. 
2, Fig. 1 demonstrates that the solution is neither focused 
nor packetlike nor a boost solution (translationally invar­
iant). Moreover, recognizing that these pulses originate from 
complex source locations connects these results to a large 
body ofliterature. In particular, the concept that a Gaussian 
beam is equivalent paraxially to a spherical wave with a cen­
ter at a (stationary) complex location was introduced by Des­
champs3 and was later used extensively by Felsen (for exam­
ple, see Ref. 4) to model the propagation and scattering of 
Gaussian beams. In contrast to those beam descriptions, (7) 
is an exact solution of (I). On the other hand, the fundamen­
tal Gaussian pulse satisfies all of the properties associated 
with Gaussian beams. For example, its propagation through 
an optical system will be described by theADeD transforma­
tion law (see Ref. 5, Sec. 6.7). 

The approach that led from (I) to (7) can also be used to 
define Gaussian pulse solutions of related equations of im-
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port. Consider the Klein-Gordon equation 

0'/1 - J.l2'/1 = 0, (8) 

where J.l = mclli. It has the exact axially symmetric solution 

'/I (r,t) = exp( - iJ.l2r I4k)4> (r,t) = exp(iJ.l2ct 2k )iketrOFk, (9) 

where the effective modulation frequency 

Welf = kelfc = (k -J.l2/4k)c = [1 - (mc/2fzk)2]kc (10) 

has been modified by the mass of the particle. Note that this 
modulation frequency disappears when fzk = mcl2 leaving 
only the time harmonic portion exp(ip2ct 12k) 
= exp[i(mc2)t liz]. Similarly, the wave equation in a trans­
verse quadratic medium 

0'/1- (Eo + Ex X
2 + EyY)IP= 0 (IIa) 

reduces to a harmonic oscillator SchrOdinger equation 

4ik arFk = - i1 1Fk + (Eo + Ex X
2 + Ey YIFk' (Ub) 

Restricting the problem to one transverse spatial dimension, 
one can obtain an exact solution from path integral literature 
(e.g., see Ref. 6, Chap. 6) that is readily converted to one 
originating from a complex source location. A modified 
Gaussian pulse is obtained. In fact, when the transverse me­
dium coefficients are small, the results reduce to those dis­
cussed above. One should then be able to modify standard 
quantum electronic results (e.g., see Ref. 5, Chap. 6) to apply 
directly to these exact complex center pulse solutions. 

A strong objection to the results in Ref. 1 has been 
raised essentially because the solution (7) has infinite energy. 
This is not a drawback per se. Plane wave solutions oft I) also 
share the infinite energy property and are commonly em­
ployed in constructing physical signals. The Gaussian pulse 
solutions offer a new set of modes that can be used to con­
struct finite energy solutions of (1). In particular, the func­
tion 

I(r,t )=h (p,r,u) = LX> dk F(k) tPk (p,r,u) 

= [411"i(zo + ir)]-I L"'dkF(k)e-ks(p.r.O'l, (12) 

where s( p, r,u) - iu + p2/(zo + ir) satisfies (1) in real 
space-time. The wave number has been restricted to non­
negative values in this expansion (as well as assuming that 
Zo> 0) to guarantee the finiteness of the kernel tPk' The re­
sulting Laplace transform expression yields a rich class of 
possible solutions. An inversion formula corresponding to 
the Gaussian pulse expansion (12) is 

F(k)= f:",duf:", drL'" pdp fh(p,r,u) h (p,r,u), (13) 

where the kernel is 

tPdp;r,u) 81T1/2e-(TI4kzol'tPf(p,r,u), (14) 

tP f being the complex conjugate of tPk' Equivalently, the 
completeness relation 

fco duJ'" dr (COp dp tPdp,r,u) tP f.(p,r,u) = o(k - k ') 
- co - co Jo (15) 

is satisfied by tPk and tPk' The density exp[ - (rI4kzo)2]dr 
represents a Gaussian measure over r with real variance 
8(kzo)2, kzo being the source phase distance, which guaran­
tees the finiteness of the r integration. 
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Consider, as an example, the spectrum F (k ) 
= exp( - ak). Equation (12) gives the pulse 

I(r,t) = [41ri(zo + i7)]-1 [S(p,T,U) + a]-I. (16) 

Settingf+(r,t) =/(r,t),f_(r,t) =I+(r, - t),anda =Zo = y, 
the composite pulse 

VI(r,/) =I+(r,t) - 1_(r,l) 
1 nC/} 

= 21T [[p2+(z-cI)(z+et)+r]2+4r(ct)21 
(17) 

is a real, exact solution of (I). A time sequence of a pulse ( 17) 
with Y = 1.0 is given in Fig. 3. The pulse has zero amplitude 
att = ° and its maxima occur atp = z = O,forO<t<ylcand 
lie on the sphere p2 + z2 = R 2 = (et)2 - r, for t> ric. Its 
amplitude on that sphere [81Tr(ct )] -I decreases essentially as 
R -I for et>y. The likeness of these figures to those describ­
ing a pebble dropped in a pond precipitated the name "splash 
pulse." As the figures illustrate, the support of the splash 
pulse is localized in space and separates space into two re­
gions of null field for t>ylc, the pulse layer being relatively 

(I) 

z (em) 

(b) 

z (em) 

(e) 4!'j.Q 

36.0 

E 21.0 

" ~ 
0 
.a 18.0 

~ 

z (em) 

FlO. 3. Time sequence of the splash pulse (17) with y = 1.0: (a) 
t = 8.0X 10- 11, (b) t = 2.1 X 10- 10

, (c) t = 8.0X 10- 10
• 
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FlO. 4. The interaction of two splash pulses Iy = 1.0) confirms the linearity 
of the problem. The splash centers are (p,z) = (0,0) and (p,z) = (7.5,0). 

thin. The apparent spikes in the surface subplot in Fig. 3(c) 
again are due to the coarseness of the computational grid 
employed in the graphics routine. 

The interaction of two splash pulses is depicted in Fig. 
4. The apparent splash centers are the point (p,z) = (0,0) and 
the ring (p,z) = (7.5,0). The linear nature of the problem is 
reflected in the simple superposition in the overlap region 
and the decoupled propagation of each splash pulse. 

III. CONCLUSION 

Several issues remain outstanding and are currently un­
der investigation. Foremost is the possible launchability of 
pulses derived from the fundamental Gaussian pulses. The 
physical connection between resonating structures and 
Gaussian beams (stationary complex center descriptions) 
leads one to speculate that such pulses may be associated 
with some special type of resonator cavity. In addition to the 
indicated k-superposition/transform pair, another class of 
solutions, those constructed by superposition of the complex 
source location zo, may lead to other physically interesting 
pulses. Finally, with (2), nonlinear wave equations reduce 
immediately to the corresponding nonlinear Schrodinger 
equations. For instance, the cubic wave equation 

D<p - al<P 12<p = ° (18) 

reduces to the cubic Schrodinger equation 

4ik arFk = - .J1Fk + alFk 12Fk' (19) 

At least for one transverse dimension, (19) has known soliton 
solutions (see Ref. 7, Sec. 5.3). Extensions of these solitons to 
ones associated with complex source locations may yield 
other physically interesting wave equation solutions. 
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Complex variable methods are introduced to derive exact and closed expressions for the stress 
functions, torsional rigidities, and peripheral shearing stresses of certain isotropic cylinders under 
torsion. Numerical results in some special cases are presented in tabular and graphic form. The 
equations for the boundaries of the cross sections for these cylinders have the polar forms 
r = a2(2 cos 20 - 1), a >0 (101<17"16), r4 = 2na4/(n - 1 + cos 40)(n + 1 + cos 40), a>O 
(101 <17",2 <n < 00), and r'" - 2 = am - 2 (cos2 0 - cos2/S) /sin2 /S COS mO, a> 0 
(m> 2, O</S < 17"/2m, 101</S). 

I. INTRODUCTION 

The classical Saint-Venant torsion problem has long 
been a favorite of engineers and applied mathematicians. It 
has been solved for many boundary forms by using various 
methods. References concerning this subject are to be found 
in textbooks by Muskhelishvili,1 Sokolnikoff,2 and Timo­
shenko and Goodier.3 Comprehensive reviews of exact and 
approximate methods for solving the problem have been giv­
en by Higgins.4,5 

Complex variable methods have been applied success­
fully to obtain the solutions for the problem corresponding 
to various curves, most notably the ellipse, cardioid, lemnis­
cate of Bernoulli, elliptic limacon, lemniscate of Booth, se­
micircle, and semicardioid. These solutions and others can 
be found in the papers by Abbassi,6 Bassali,7 Deutsch,8 

Ghosh,9 Milne-Thomson,lo Morris,l1 Bassali and 
Obaid,12,13 and Stevenson. 14 

We shall use a generalization of Stevenson's method 
(see Ref. 14) to solve the torsion problem for isotropic cylin­
ders with cross sections bounded by curvilinear edges whose 
polar equations are 

r=a2(2cos20-1), a>O (101<17"/6), (1.1) 

,A = 2na4/(n - 1 + cos 40 )(n + 1 + cos 40), 

a>O (l01<17",2<n<00), (1.2) 

r'" - 2 = am - 2(COS2 0 - cos2 /S )/sin2 /S COS mO, 

a>O (m>2, O</S<17"/2m, 101</S). (1.3) 

We denote these boundaries by r, r" , and r ~, respectively. 
Figures are sketched showing the shapes of the cross sections 
corresponding to various values ofthe parameters n, m, and 
/S. The equation of the boundary r is similar to that of the 
lemniscate of Bernoulli, with the exception of the additional 
constant a2

• Solving the torsion problem for the cross section 
bounded by r determines the influence of the additional con­
stant a2 on the solution. Each member of the family of curves 
r" has four axes of symmetry, namely, 0 = 0, 17"/4, 17"/2, and 
317"/4. For large n, this family is approximately a family of 
concentric circles. The two-parameter family r~ is sym­
metric with respect to the initial line; the two tangent lines to 
the curve r':" at the origin contain an angle 2/3. Moreover, 
each member of the family r !,"2m is a sector formed by the 

two straight lines 0 = ± 17"/2m and a certain curve. For ex­
ample, the cross section bounded by r ~/6 is an equilateral 
triangle, and the cross section bounded by r :18 is a sector 
with a hyperbolic base. Closed and exact expressions are 
established for the torsional rigidities and shearing stresses. 
The variation of certain torsional rigidities with the param­
eters involved are illustrated in tabular form. The distribu­
tion of shearing stress on the boundary is investigated in 
certain cases, and graphs illustrating its variation are 
sketched. 

II. FUNDAMENTAL EQUATIONS 

In the torsion problem for an elastic isotropic cylinder 
of uniform simply connected cross section S bounded by a 
simple closed curve C in the z plane (z = x + iy), we assume, 
with the usual notation, that u, v, and ware the displace­
ments, where w is parallel to the Z axis and generators of the 
cylinders. It is known that 

u + iv = i7"zZ, W = 7"t/J (x,y) = 7"[.0 (z) + Ii (z))/2, 

(2.1) 

where 7" is the constant angle of twist per unit length of the 
cylinder, .a (z) is the complex torsion function which is ana­
lytic throughout the region S, and Ii (z) is the complex conju­
gate of the function.o (z). It is also known that the imaginary 
part of [J (z), ~x,y), satisfies the boundary condition 

,p(x,y) = !(x2 + y2) on C. (2.2) 

In order to solve the torsion problem for a particular bar, it is 
necessary to find the function ¢,(x,y) or, equivalently, the 
stress function 

w (x,y) = ¢'(x,y) _ !(x2 + y2), 

which satisfies Poisson's equation 

V2 W = - 2, 

(2.3) 

(2.4) 

throughout the region S, and the simple boundary condition 

W(x,y) = 0 on C. (2.5) 

In polar coordinates (r, 0 ) the stresses are given by 

,-.. JL7" al/l'-" a 1/1 
rZ=-- OZ= -117"-

r ao' r ar' 
where JL is the rigidity ofthe material for the cylinder. 

(2.6) 
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The solution of the torsion problem is not complete un­
til the torsional rigidity D has been determined (see Ref. 14). 
The torsional rigidity is given by 

D = 2 J.L f f W (r,fJ ) r dr dfJ 
s 

or 

D = J.L(I + J), 

where 

1= f f r'ldS, 
s 

i 1 dn 
J= Re -r'l-dz, 

c2 dz 
and Re denotes the real part. 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

We now consider the Cartesian equation for the closed 
boundary C of the cross section of the cylinder, in the general 
form 

ReF(z) - (ax2 +py2 + r) =0, (2.11) 

where F (z) is an arbitrary function of z, which is analytic in 
the domain S enclosed by C; and a, p, r are real constants 
subject to the condition a + P =I O. Let us assume the stress 
function W (x,y) has the form 

W(x,y) =A [ReF(z) - (ax2 +py 2 + r)], 
whereA is a constant to be determined by Poisson's equation 
(2.4). It is obvious that W satisfies the boundary condition 
(2.5) and that A = lI(a + P ). Thus the complex torsion func­
tion n (z) and the stress function W (x,y) are given, respective­
ly, by the following fomulas: 

fl(z) = [i/(a +P)][F(z) + ~(P - a)r - r], (2.12) 

W(x,y) = [lI(a +P)] [ReF(z) - (ax2 +py2 + r)]. 
(2.13) 

The value of W (x,y) is obviously proportional to the expres­
sion in Eq. (2.11) for the boundary C of the cross section. This 
result clearly generalizes those of Leibenson, IS who gave 
only some examples satisfying this property, and generalizes 
the results of Stevenson (see Ref. 14). 

III. CROSS SECTION BOUNDED BY A LOOP OF A 
HIPPOPEDE 

Taking 

F(z) = W/(z+a), a=p= 1, r=O, (3.1) 

in Eq. (2.11) yields the closed curve with polar equation 

r'l = a2(2 cos 2fJ - 1). (3.2) 

Imposing the condition I fJ I " 11'16 in order to obtain one loop, 
Eq. (3.2) takes the following form: 

(3.3) 

Thus the cross section, illustrated in Fig. 1, is bounded by a 
loop r. The Cartesian equation for the quartic curve r is 
given by 

X4 + y4 + 2x2y2 + a2(3y2 _ 2x2) = 0 (x~O). (3.4) 
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FIG. 1. Cross section bounded by the curve r. 

Substituting the values of F(z), a,p, and rfrom Eq. (3.1) 
in Eqs. (2. 12)and (2.13), we obtain, respectively, the complex 
torsion function and the stress function corresponding to the 
curver 

n (z) = iarl(z + a), 

W (r,fJ ) = r'l (202 
cos 2fJ - a

2 
- r'l) . 

2 r'l + a2 + lor cos fJ 
Obviously, W(r,fJ) vanishes on r. 

Using Eqs. (2.9) and (3.2) we find 

1= a4(211' - 3./3)/8 = 0.1359a4. 

(3.5) 

(3.6) 

(3.7) 
After some calculations, the complex torsion function (3.5) 
together with Eq. (2.10) yield 

J = (a4/2)[L + 1210 - 174/2 + 70414 - 1248/6 

+ 76818 - 16Ko + 152K2 - 384K4 + 384K6 ] , (3.8) 

where 

L = [/6 [ 1 - ~(1 -s~)(1 - 4s
2

) ] dfJ 

= 11' - ..j3 (s = sin fJ ), 

K21 = _1_ (1 u21 .Jf=tl du 
221+ 1 Jo 

= 2/!11'/(1 + 1)24/ + 3(l!f, 
(17'/6 

121 = Jo sin21 fJ dfJ, 

10 = 11'16, 12 = (211' - 3..j3)/24, 

14 = (411' - 7..j3)/64, 16 = (511' - 9..j3)196, 

18 = (2807T' - 507..j3)/6144. 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

The results in Eqs. (3.9), (3.10), and (3.12) provide the re­
quired value for J 

J=a4(35111'-672..j3)1512= -0.119604. (3.13) 

The torsional rigidity D for the beam is given by 

D = J.La4(47911' - 864./3)1512 = 0.0163J.La4. (3.14) 

The torsional rigidity DL , for a loop of the lemniscate of 
Bernoulli 

r'l = 202 cos 2fJ, 

is given by (see Ref. 14, p. 210) 
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DL = p,a4("r - 8)141T = 0.1488 p,a4. 

Comparing the above result with (3.14) we obtain 

DL/D = 9.1275. 

We now examine the distribution of peripheral shear 
for the cross section bounded by r. Substituting from Eq. 
(3.6) in Eq. (2.6) yields, after some algebraic manipulation, 
the following expressions for the boundary values of the 
shearing stresses: 

-. 
rZ = p,rr /("z + a2 + 2ar cos () ), (3.15) 
-. 
()Z = - 2p,ra2r sin () /("z + a2 + 2ar cos ()), (3.16) 

o1r,()) = ~(rZ )2 + (()Z )2 

= p,ra2r~ 1 + 8 sin2 
() /("z + a2 + 2ar cos ()). 

(3.17) 

The resultant shearing stress at any point P of r is along the 
tangent to r at P. At (a,O) we have o1a,O) = p,ra/4, which is 
the maximum value for o1r,()). Also, at (0,1T/6) we have 
010,1T/6) = 0, which is the minimum value for o1r,()). 

IV. CROSS SECTION BOUNDED BY MEMBERS OF THE 
FAMILY Fn 

Taking 

F(z)=~, a=/3=~n/2, r=O, (4.1) 

in Eq. (2.11), and applying the following result, which is valid 
for real functions u, v: 

(4.2) 

we obtain the family of closed curves r n , with polar equa­
tion 

r4 = 2na4/(n - 1 + cos 40)(n + 1 + cos 4()) (2<n < OC)). 

(4.3) 

The condition 2 < n < OC) is imposed in order to obtain closed 
curves. Each member of the above family has four axes of 
symmetry. Examining Fig. 2, we notice that, for values of n 
close to 6, the closed curves are approximately squares with 
curvilinear corners; and for large values of n, the curves rn 
are approximately circles. We will further investigate the 
two limiting cases later in this section. 

Substituting the values ofF (z), a, 13, and r from Eq. (4.1) 

FIG. 2. Cross sections bounded by the family of curves r .. 
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into Eqs. (2.12) and (2.13), we obtain the complex torsion 
function and the stress function, respectively, 

n(z)=i~/f2n, (4.4) 

l{I(r,()) = (R~ - "z..[ii72)1f2n 

= (~a4 _ ,... cos 4() + (a8 + ". + 209 cos 4() )112 

(4.5) 

We now evaluate the torsional rigidity Dn for the beam 
with cross section bounded by rn. The polar moment of 
inertia In for the cross section takes the form 

In = f f "zdS 
s 

=na4[ dtf> 
o (n - 1 + cos tf> )(n + 1 + cos tf> ) 

_na
4
[( 1 1 )dtf> 

2 0 n-l+costf> n+l+costf> 

= (na41T/2)([~n(n - 2)] -1/2 - [~n(n + 2)] -1/2). (4.6) 

Applying formula (2.10), the line integral J" becomes 

1, i i"zzl I n = ---Re 4 41/2 dz. 
f2n c (a -z) 

(4.7) 

The boundary values of dz and ~ onrn can be written 
in the form 

r ei9 

dz = ~ [r! sin 4()(n + cos 48) + ina4]dO, (4.8) 
na 

~ = r!(n - isin4())lf2n, (4.9) 

where r" is the boundary value ofr on rn . After some calcu­
lations and application ofEqs. (4.8) and (4.9), the integral I n 

reduces to 

J = 4na4 [ cos
2 

tf> + n cos tf> + 1 dtf> 
n 0 (n - 1 + cos tf> )2(n + 1 + cos tf> )2 

4 (1T [ n + 2 n - 2 ]dtf> 
= na Jo (n + 1 + cos tf> )2 - (n - 1 + cos tf> )2 • 

In view ofthe formula (see Ref. 16) 

f dx 
(e + b COSX)2 

_ 1 [ 2c tan- 1 

- (e2 _ b 2) (e2 _ b 2)1/2 

X ((e
2 

- b 2)1/2tan(x/2)) _ b sin X], e2 > b 2, 
e+b e+b 

we obtain the following value for I n 

J = a41T[ n + 1 _ n - 1] (4 10) 
n [n(n + 2)P/2 [n(n _ 2)]1/2 . . 

The exact and closed expression for the torsional rigidity D" 
is given by 

D" = 1'(1" + I n ) =p,a41T(~n + 2 - ~n - 2)12.[ii. 

(4.11) 

One can easily show that Dn is a strictly decreasing function 
ofn. 
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It is desirable to have the points of intersection of the 
family F" with the initial line coincide. To do so, we replace 

a by 4~(n + 2)/2b in Eq. (4.3) thus obtaining 

D" =pb 4rr(n + 2)(~n + 2 - ~n - 2)14,Jn, (4.12) 

as the torsional rigidity of the beam corresponding to the 
cross section bounded by 

I' = n(n + 2)b 4/(n - 1 + cos 48)1n + 1 + cos 8 ). 

(4.13) 

Setting n = 6 in Eq. (4.12) yields 

D6 = 2.J'6(Ji - 1 )1/"pb 4/3 = 2.1250 pb 4, 

Comparing this with the value 

D = [~_ ~ (e1r 

- 1 )] b 4 = 2.2644p,b 4 
• 3 ",.s efT + 1 p , 

for the torsional rigidity of a beam whose cross section is a 
square with side 2b (see Ref. 2, p. 132), we find D~ 
D. =0.9384. 

We now consider the family of closed curves (4.13) for 
large values of n. In this case, cos 48<n, and the number 
n(n + 2) is of the same order as (n - l)(n + 1). Thus the fam­
ily reduces to the circle r = b. The expression for the tor­
sional rigidity (4.12) can be rewritten in the form 

or 

pb 41/" 
D" =--(n + 2)(~1 + 2/n -~1 - 2/n) 

4 

= p,b
4

1/" (n + 2)[ (1 + lin + o (lIn 2
) 

4 

- (l - lin + o (lIn2
) ], 

D" aifpb 4rr(n + 2)12n. 

Thus for large n, D" is approximately pb 41/"12, which equals 
the torsional rigidity of a circular cylinder. 

Substituting from Eq. (4.5) into Eq. (2.6) yields, after 
some algebraic manipulation, the following expressions for 
the boundary values of the shearing stresses: 

rZ = 2prr sin 48 (n + cos 48)/(n2 + sin2 48), (4.14) 

n~3 

1.2 

1.0 

\>·j[0.8 
n=7 

0.6 

nz 30 

0.4 

0.2 

00< 
I I 

5' 15< 25' 35' 45' 
e 

FIG. 3. Variation of peripheral shearing stress along the boundary of rn. 
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° 

FIG. 4. Cross section bounded by the family of curves r~. 

8Z = prr(n - 1 + cos 48)(n + 1 + cos 48 )/(n2 + sin2 48 ). 

(4.15) 

The variation of peripheral shearing stress along the boun­
daries in Fig. 2 is shown in Fig. 3. We remark that, for large 

n, a(r.8) = ~(rZ )2 + (8Z f obviously reduces to a constant, 
as expected. 

Finally, we notice that if F(z) is replaced by JiT+"? 
with a = fJ = ~ nl2 and r = 0, we obtain a family of curves 
having the same shapes as Fn , rotated by an angle of 1/"14. 

V. CROSS SECTIONS BOUNDED BY THE FAMILY OF 
CURVES I!, 

Setting 

F(z)=z"', a=am 
2, fJ= -am

-
2 coe8, r=O (5.1) 

in Eq. (2.11) we obtain 

,m-2 = am- 2(cos2 8 - cos2 8)1sin2 8 cos m8. (5.2) 

Imposing the conditions 181 <8, m > 2, and 0 < 8<TrI2m, Eq. 
(5.2) reduces to the family of closed curves r ~. Each curve is 
symmetric with respect to the initial line 8 = O. We also no­
tice that the curve F ~ is a cubic curve. Figure 4 illustrates 
the family r~. for 8 = Tr/12, 1/"19, 1/"/7. 

Setting 8 = 1/"12m in Eq. (5.3) we obtain 

[ 2£1 (Tr)][ ,m-2 cos mO cos [7 - cos -
m cos 28 - cos (1/"lm) 

- -0 a
m

-
2 

] 

2 sin2 (TrI2m) - . 
(5.3) 

The factor [cos 28 - cos(1/"lm)] results from writing cos mO, 
according to m even or odd, respectively, as follows (see JoI­
leyl7): 

TABLE I. Values of D~ X IWlpa'. 

m 5° 10" 15° 20" 25° 

2.1 2.26690 19.2561 72.2089 200.963 496.040 
2.3 10.7947 91.8896 345.960 969.474 2421.95 
2.5 21.3948 182.506 689.929 1947.41 4931.23 
2.7 32.7938 280.336 1064.17 3027.02 7785.01 
2.9 44.4180 380.512 1450.65 4160.70 10899.3 
3.1 55.9645 480.454 1839.78 5324.66 14268.7 
3.3 67.2656 578.724 2226.28 6507.71 17967.3 
3.5 78.2287 674.518 2607.24 7706.70 22244.9 
3.7 88.804 9 767.407 2981.19 8924.84 26430.2 
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2n-1 

COS 2n(J = 2n
-

1 II [cos 2(J - Cos(V'1T/2n)] 
V= 1~3, ... 

(n = 2,3, ... ), 

cos(2n + l)(J 
2n 1 

= 2n 
COS (J II [COS 2() - cos(vlT/2n + 1)] 

v= 1.3 •... 

(n = 1,2, ... ). 

(5.4) 

o. 

(5.5) 

Equation (5.3) represents a sector r !{2m, bounded by the two bl~ 
straight lines (J = ± 1T/2m, with base given by Eq. (5.2) it­
self. For m = 3, Eq. (5.3) simplifies to the equation of an 
equilateral triangle with side 20/..[3. 

The stress function 1/1 (r,(J ) corresponding to the curve 
(5.2) is given by 

1/1 (r,(J ) = [ - 2,m cos m(J sin2 ~ + am - 2y2 cos 2(J 

_am 2y2 cos U ]/20",-2 COS U, 

and the torsional rigidity D ~ takes the closed form 

D ~ = K ~ [ (cos2 (J _ cos2 ~ )Im + 2)11", 2) 

X {cos m(J )4/(2 - ml d(J, 

where 

(5.6) 

(5.7) 

K ~ = pa4 sec U (sin2 ~ )4/12 m)(m - 2)/(m + 2). (5.8) 

Evaluation of the integral in Eq. (5.7) is, in general, relatively 
difficult and requires the use of computers for special cases. 
We shall find the exact expression for D ~, where 

Dl> _ (K~ ) r (cos
2 

(J - cos
2 ~ )5 d(J (5.9) 

3 - 256 )0 cos4 (J (cos2 (J - al4 • 

Using partial fractions, integration, and some formulas from 
Ref. 16, we arrive at 

D~=K~[Aotan~ +Altan3~ +A2Inll-..[3tan~1 
32 1 + ..[3 tan 8 

e 

FIG. 6. Distribution of shearing stress on the boundaries of r ~ . 

where 

Ao = (3U 8/243)(15 - 19A 2), 

Al = - 3U 10/243, 

A2 = {..[3/729)(467U 6 _ 7824A 4 

+ 4428A 2 - 27)(A 2 - if, 
A3 = - (768/243)(SA 2 + 9)(A 2 - i)4, 
A4 = (2/243)(304A 4 _ 856A, Z + 121){A 2 _ ~)2t 

with A = cos~. For~ = 17'/6, we notice that 

K;t6 = 511#a4/5, Ao =..;", 

A I = -..;", Az = A3 = A4 = O. 
+ A3 cot ~ (1 - coe ~) + A4 sin u] , 

(3 - cot2 ~ f 
(5.10) Thus we have 

4!0 

18 

16 

14 

12 .. 
" .$ 10 
9 . 

tOe!' B 

6 

4 

2 

0
5

, 
10' 15' 20' 25' 

8 

FIG. S. Variations of the torsional rigidities D!.. 
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D 3/6 = ..[3#a4/45, (5.11) 

which is in agreement with the value given on p, 125 of Ref. 2 
for the torsional rigidity corresponding to the equilateral tri­
angle. 

Numerical values for the torsional rigidity D ~ given by 
Eq. (5.7) are presented in Table I, and graphically plotted in 
Fig. 5. 

Substituting from Eq. (5.6) in Eq. (2.6) yields the follow­
ing expressions for the stresses at any point (r,(J ) of the cross 
section --rZ = J.tTr[m(r/a)'" - 2 sinz ~ sin m(J - sin 2(J 1I(cos U), 

(5.12) -(JZ = J.tTr[m(r/a)m - 2 sin2 ~ cos me 

+ cos U - cos 2e }/(cos U ). (5.13) 

Thus, the resultant shearing stress o!. at any point (r,(J ) of the 
cross section is given by 
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o!. = V-trr/cos 26 )( 1 + (cos2 26 ) - (2 cos 26 )cos(20) 

- 2m sin2 t5 (r/at-2[cos(m - 2)0 

- (cos 26 )cos mO] + m2 sin4 t5(r/a)2m-4} 112. (5.14) 

On the boundary (5.2), the above expression reduces to 

o!. = (p,rrlcos 26 ){ sin2 20 

+ [m2 tan2 mO + (m - 2)2](COS2 0 - cos2 t5) 

- 2m sin 20 tan mO (cos2 0 - cos2 t5)} 1/2. (5.15) 

The distribution of shearing stress on the boundary r g is 
illustrated in Fig. 6 for t5 = 1T/9, 1T/7, 1T/6. 

The stresses for the equilateral triangle can be easily 
derived by substituting m = 3 and t5 = 1T/6 in Eqs. (5.12), 
(5.13), and (5.15). 
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Immiscible two-phase flow in a porous medium: Utilization of a Laplace 
transform boost 
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A boost operator is defined for the Laplace transform. It is used in conjunction with the Laplace 
transform to solve the diffusion equation on a domain with multiple moving boundaries. This 
problem arises in the study of immiscible multiphase flow in a finite medium, including end 
effects. Extensions of this method to the solution of other linear differential equations are 
conceivable. 

I. INTRODUCTION 

This paper is concerned with the solution of a problem 
which arises in the study of the flow of two immiscible fluids 
through a finite porous medium. To this end, a boost opera­
tor is introduced which, in conjunction with the Laplace 
transform, allows a linear differential equation of flow, with 
multiple moving boundaries, to be solved. 

The general multiphase flow problem is intrinsically 
nonlinear. The effective diffusivity and convective speed are 
functions of the fluid saturation, i.e., the fraction of pore 
space occupied by each fluid. 1

,2 These equations depend 
upon phenomenological relative permeability functions for 
each fluid, and a capillary pressure function, which charac­
terize the pore size distribution of the medium and the rock­
fluid interaction. 

The corresponding class of nonlinear evolution equa­
tions has been analyzed3 previously using the symmetry ap­
proach ofFokas.4 The symmetry analysis is related to that of 
inverse scattering theory.s It leads to a choice of relative 
permeability and capillary pressure functions for which the 
resulting partial differential equation can be linearized. This 
linearization is not a mathematical approximation to the 
nonlinear problem. Instead, it corresponds to a "fine tuning" 
of physical parameters so that the resulting nonlinear evolu­
tion equation has sufficient symmetries for a Lie-Backlund 
transformation to exist. The resulting relative permeability 
and capillary pressure functions are similar to empirically 
determined functions, although of a more restricted form. 
Related evolution equations6 have arisen in the study of solid 
crystalline molecular hydrogen,7 nonlinear heat conduc­
tion,S and in plasma physics.9 

The nonlinear problem can be mapped to the ordinary 
diffusion equation. The inlet and outlet boundaries are 
mapped to moving boundaries under the same transforma­
tion. These boundary conditions cannot be solved by con­
ventional use of the Laplace transform because there is no 
coordinate system in which both boundaries are at rest. 

The boost operator allows multiple moving boundaries 
to be treated. The action of this operator on the general solu­
tion ofthe diffusion equation is examined in detail. It is con­
ceivable that this same approach may be utilized in the solu­
tion of other linear differential equations with more 
complicated boundary motions. However, such extensions 
are beyond the scope ofthis paper. 

The linearized evolution equation for two-phase flow 
was solved3 on a semi-infinite domain by Y ortsos and Fokas. 

This neglected the capillary end effects at the outlet of a 
finite medium due to the preferential wettability of one fluid 
with respect to the medium. Typical laboratory work in­
volves the simultaneous flow of oil and water through a wa­
ter-wet rock, leading to a transient period of flow in which 
only oil is produced from the rock. The time to water break­
through and the distribution of fluids through the rock are 
measured in the laboratory. It is important to understand 
how the capillary "holdback" of water delays breakthrough 
and leads to a banking up of wetting phase at the outlet of the 
medium. This capillary end effect changes the problem from 
one on an infinite domain to one on a finite domain. Difficul­
ties arise because in the linearized version of the problem, 
each boundary is moving. 

This paper is organized into five sections. After this 
Introduction, the linearization of Y ortsos and Fokas3 is 
summarized. In Sec. III the boost operator is derived and 
several properties are proven. The problem is solved without 
capillary end effect in Sec. IV. Finally, the problem of a finite 
medium with end effect is solved until water breakthrough 
occurs. 

II. EVOLUTION EQUATIONS 

The evolution equation for the two-phase flow of fluids 
(water and oil) in a one-dimensional porous medium follows 
from Darcy's law and mass conservation equations. For the 
injection of water at a constant rate into a porous medium, 

o = as + af w , (2.1) 
at ax 

f w = F(s) - G (s) ~. (2.2) ax 
This is a second-order, nonlinear, parabolic, partial differen­
tial equation. 

Here, s is the saturation of water; the saturation of oil is 
given by 1-s. The fractional flow ofwater,/w(x,t) is de­
fined as the volumetric flow of water relative to the total 
volumetric flow of water and oil. In (2.1) and (2.2), x and tare 
dimensionless distance and time. Here F(s) only depends on 
the relative permeabilities, and G (s) depends on relative per­
meabilities and capillary pressure, vanishing when the latter 
is negligible. 

For the linearization of Yortsos and Fokas,3 one 
chooses 

F(s) = Ms/[l + (M - 1)s], 

G(s) = c/[l + (M - 1)s]2. 

(2.3) 

(2.4) 
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M is the mobility of water relative to oil and E characterizes 
the relative strength of capillary to viscous forces. The lin­
earization takes advantage of (2.1) to introduce a change of 
variable: 

dX=E- 1[1 + (M l)8]dx 

+ E- 1 [1 + (M - 1)(1 - fw)]dt (2.5a) 

= [G(s)]- 1/2dx+E- 1 [1 +(M-l)(l-fw)]dt, 
(2.5b) 

dt =dt. (2.6) 

The integrability of (2.5) is assured by (2.1). 
The evolution equation becomes 

° = ~ [E(l + (M -1)8)-1] 
at 

+ ~ [(1 + (M -1)8)-1(1 + (M -1)(1- fw))]' 

(2.7) 

It is linearized in terms of t/J (x, t) 
[1 + (M _1)8]-1== - (EIM)(t/J,cit/J). (2.8) 

Notice that t/J is determined up to a gauge transformation, 

t/J (x, t) - t/J (x, t)A (f). (2.9) 

One obtains 

0= ~( -t/r, +tPxx). 
ax t/J 

Without loss of generality, 

t/r, -tPu =0. (2.10) 

The heat equation results. 
Equation (2.1), without convective terms, was studied 

by Rogers and Shadwick. 6 It was previously known that the 
special case of G (s), (2.4), is integrable. 10 

The fractional water flow takes a simple form: 

f w = [M + Et/r,ltPd/(M - 1). (2.11) 

Typically, f w is fixed at a boundary. A linear equation in t/J, 

0= [1 + (M - 1)(1 - fw)]tPx + Et/r" 
results. At the inlet, for waterftood, 

x = 0, t>O, f w = 1. 

(2.12) 

(2.13) 

With this boundary condition one obtains the transformed 
independent variables, 

x = E-1[X + t + (M - 1) L'S(X',t)dX'], (2.14) 

t=t. (2.15) 

The inlet boundary condition becomes 

x = E- 1t, t>O, ° = t/Jx + Et/r,. (2.16) 
Therefore, in a comoving coordinate system, t/J is stationary, 

t/J (E- 1t,t) = t/J (0,0). 

Since tP can be rescaled, 

t/J(O,O) = 1, (2.17) 

X>O, t = 0, S = O. 

From (2.8) and (2.17) 

t/J (x,O) = tp (x), x>O, 

tp(x)=exp( - MXIE). 

(2.19) 

(2.20) 

(2.21) 

Alternative choices of the second boundary condition neces­
sary to solve (2.10) will be stated in Sees. IV and V. 

The new independent variable x and dependent variable 
t/J have simple interpretations. Aside from a trivial time 
translation and rescaling, x, (2.14), differs from x by 
S~s(x' ,t )dx'. The integral is the dimensionless volume of wa­
ter under the saturation profile up to the distance x. Through 
the core, x is advanced from E- 1 (x + t) by an amount pro­
portional to this volume. 

At the inlet, this integral vanishes and x moves uni­
formly with t. At the outlet, before breakthrough, all the 
injeeted water is still in the core and this integral is given by t. 
The outlet will also move uniformly with t. 

After breakthrough, the volume of water in the rock is 
less than t. For large t, the saturation profile reaches a steady 
state and the volume integral becomes constant. From (2.14), 
this implies that the outlet and inlet boundaries are asymp­
totically parallel. Asymptotically, one expects the water to 
occupy all of the available pore space, 

iL 

six' ,t )dx' _ L. 

Therefore, x - E-
1(LM + t), and the inlet and outlet 

boundary curves will never cross. Typical domains are 
shown in Fig. 1. Notice that for M < 1, the no-breakthrough 
outlet boundary leads to a domain which only exists for a 
finite time. Consequently, the solution is singular. The phys­
ical solution is not singular since breakthrough will occur 
before the domain lines will cross. 

The interpretation of the dependent variable follows by 
reexpressing t/J in terms of the original independent variables 

(a) 

LIE 

t/J (E- 1t,t) = 1, t>O, E#O. (2.18) (b) 
LIE x 

The initial condition can also be stated in the new varia­
bles. Initially, the porous medium is fully saturated with oil, 
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FIG. 1. Domain of solution, finite medium before breakthrough: (a) M> 1, 
(b)Md. 
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x,t. From (2.5), (2.8), and (2.12) one obtains 

aA> = - (M /~)¢J, (2.22) 

attP = o. (2.23) 
Utilizing the inlet boundary condition (2.I8) gives 

tP = exp( - Mx/~). (2.24) 
Therefore, tP is simply related to x and drops off exponential­
ly through the rock. 

III. LAPLACE TRANSFORM BOOST 

The purpose of introducing a Laplace transform boost 
is to treat directly a moving boundary problem. This is nec­
essary when multiple moving boundaries are considered. It 
may also be convenient to use the boost operator on prob­
lems with single moving boundaries. 

The boost operator is obtained by taking the Laplace 
transform of the operator of spatial translation .. Consider a 
function tP (x, t ), analytic in x, which solves a given partial 
differential equation. Let t/J(x - t3t, t ) be the corresponding 
solution in a moving coordinate system 

tP(x,t)=t/J(x-t3t,t) (3.1) 

= f (- t3t )n ~ t/J(x, t) 
n=O n! ax" 

(3.2) 

= exp( - t3t ! )f/!(X, t). (3.3) 

The series (3.2) is assumed to converge uniformly in x to 
tP(x, t). _ 

The Laplace transform tP (x,p) can be related to the 
transform ~x,p). Substituting the power series (3.2) into the 
definition 

¢ (x,p)= L"" dt e - PttP (x, t ), (3.4) 

leads to the power series 

(3.5) 

This defines the boost operator for uniform translational 
motion 

- ( a a)-tP (x,p)=exp 0 ax ap t/J(x,p). (3.6) 

The interchanges of summation, integration, and differenti­
ation are justified because of the uniform convergence of the 
series. 

The boost operator is useful because its action can be 
simply stated. The following two theorems provide the tools 
needed to solve the problems of Sees. IV and V. 

Theorem 1: Consider a function ¢ (x,p) of complex x, p 
whose only singularities throughout the finite portion of the 
plane are poles, i.e., no branch cuts or limit points (meromor­
phic function). Then 

( a a)- - ( a ~ a ) exp 0 ax ap tP (x,p) = tP x + 0 ap ,p + 0 ax . 

(3.7) 

Differentiation is understood to act to the right, only. 
Proof: Because ¢ is meromorphic it can be represented 

by a uniformly convergent power series away from a pole. 
The domain of convergence is determined by the location of 
the nearest pole. Without loss of generality, expand around 
x=O,p=O: 

Then 

(
a a) - "" on (a a)n "" k 1 _ ~ [~on k ! _I_! Xk _ n 1_ n]. 

exp 0 ax ap tP (x,p) = n.f:o n! ax ap k.~O tPklX 
P - k.~O tPkl n-:-O n! (k - nl) (/- n)! P 

The sum over n gives an operator product 

'" ( a )k ( 0 )1 k,~0 tPkl x+o ap p+o ax 

-( 0 0) tP x+o-,p+o- . 
op ax 

The product of operators and the shifted form of tP is unam­
biguous because the operators commute, 

[x+o~,p+o~] =0. op ox 
The result describes the boost in terms of an operator valued 
shift in the arguments of ¢ (x,p). 

The following theorem is useful for problems involving 
the heat equation. Theorem 1 is not applicable to functions 
of the form (3.8) because of the branch cut in JP. 

Theorem 2: If 

¢ (x,p) = A (JP)exp( - x.jp), (3.8) 

¢ (x,p) vanishes sufficiently fast for large p, and A (JP) is ana-
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I 
lytic with at most a countable number of singularities in the 

complex JP plane, then 

exp( 0 ~ ~ '\ A (#)exp( - xJP) 
ax apr 

= [1-!8!~!C2+p]A(-8!2+~02/4+p) 

xexp[ (-0/2+~02/4+p)x]. 

The proof will be given in the Appendix. 

IV. SOLUTION WITHOUT CAPILLARY END EFFECT 

(3.9) 

Consider the linearized problem of flow in a semi-infi­
nite porous medium. The partial differential equation (p.DE) 
is given by (2.10) with initial condition (2.20) and mlet 
boundary condition (BCI) (2.18). On the semi-infinite do­
main, the boundary condition at infinity follows from mass 
conservation. The dimensionless volume of water which en­
ters the system is given by 
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100 

sIx, 1 )dx = I. (4.1) 

Therefore, for large x at fixed I, sIx, 1 ) ~ O. In terms of 
X, t, (J (x, t) one obtains BC2: 

(4.2) 

For the remainder of this paper, the symbols x, twill be given 
in place of x, t unless otherwise noted. 

The semi-infinite domain follows from Fig. 1 as 
L ~ 00. No distinction need be made between the cases 
M> 1, M < 1. Also, as L ~ 00, (4.2) follows from (2.24). 

The Laplace transform of (2.1 0) leads to the differential 
equation for ~ (x,p): 

o + ~xx(x,p) - p~(x,p) + qJ(x). (4.3) 

BCI cannot be treated, while BC2leads to 

- (a a)-(J (x,p) = exp E- 1 
- - t/J(x,p) 
ax ap 

or 

~y,p) = exp( - E-
1 ~ ~) ~ (y,p). 

The boost of the first term of ~ (x,p) is given by Theorem 2: 

exp( - E-
1 !...~) A [#]exp( - Y#) 
ay ap 

- [1 + l/2E ]A [.l + r=c.] 
- ~l/4£2 +p 2E \j 4£2 +p 

xexp [ - (;E + ~ 4£2
1
+p)Y]. 

x~ 00, ~(x,p)~O. (4.4) Comparison with (4.15) and (4.17) gives 

The general solution to (4.3) is 
[

I + l/2E ]A [ 1 + ~] 
~l/4£2+p 2E \j4£2'P 

(4.5) = p-I - (p - M(M - I)/C)-I. 
~ (x,p) = Apexp( - x..JP) + Bpexp(x..JP) 

+ (p - (M /E)2)-1 exp( -MX/E). 

From (4.4) 

Bp =0, (4.6) 

butAp cannot be obtained. 
To implement BC1, work in a coordinate system co­

moving with the inlet: 

(J (x, t )=t/J( y,1 ). 

One obtains the differential equation 

0= ,pyy(y,/) + E-1,p y(y,t) - ,pt(y,/) 

and boundary conditions BC 1 and BC2 

y = 0, t;;;oO, ,p(y,t) = 1, 

y ~ 00, 1;;;00, t/J( y,1 ) ~ O. 

The Laplace transform of this system is 

o = ~yy(Y,p) + E-I~y(Y,p) -P~y(Y,p) + qJ(y), 

with 

y = 0, ~y,p) =p-I, 

y~ 00, ~y,p)~O. 

The general solution to (4.12) is 

~y,p) = Cp exp[ - (l/2E + ~l/4£2 + PlY] 

+ Dp exp[( - l/2E + ~l/4£2 + PlY] 

+ (p -M(M -1)/c)-lexP( -MY/E). 

The boundary conditions imply 

Dp =0, 

Cp =p-I - (p -M(M - 1)/c)-I. 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

(4.17) 

One may obtain (J (x, t) by inverting (4.15H4.17) for t/J( y,t) 
and substituting (4.7) and (4.8). However, instead of this usu­
al approach, ~ (x,p) will be obtained from ~ y,p) by utilizing 
the boost operator. The inverse Laplace transform will then 
be performed to obtain (J (x,t ). 

From (3.6), 
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Therefore, 

2..JPA [..JP] = l/..JP + l/(..JP - lIE) 

- l/(..JP + (M - 1)/E) - l/(..JP - M /E) 
4 

= L s/(..JP - bj)' 
j=1 

where 

s j = + I, + 1, - I, - 1, 

bj = 0, lIE, - (M - I)1E, M /E. 

(4.18) 

(4.19) 

(4.20a) 

(4.20b) 

The inhomogeneous term may be boosted utilizing Theorem 
1 

exp( -E-
1 ~ ~ )(p- (~r) -I exp( - ;) 

=((P-E-
1 ~)-( ~r)-Iexp( -:y) 

= (p - M(M - l)1c)-lexp( - MY/E). 

This reproduces the inhomogeneous term of ~ y,p) (4.15). 
Equation (4.3) and BCl are solved by 

- 1 4 1 1 
(J (x,p) = - L S j - exp( - x..JP) 

2 j =1 ..JP..JP-bj 

+ (p - (M IE)2)-1 exp( - MxIE), (4.21) 

which can be inverted for (J (x, 1 )11 provided x;;;oO 

I 4 
(J(x,t)= - L Sj exp[ -bj(x-bjtl] 

2 j= 1 

xerfc [(!x - b jt )/Jt] 
+ exp[ - (M /E)(X - MI IE)]. (4.22) 

This is the solution ofYortsos and Fokas. The form of (4.22) 
is more compact than that of Y ortsos and Fokas. They ob­
tained separate expressions for M > 1 and M < 1. The form of 
the solution (4.22) is similar to that obtained by Wei. 12 

The solution (J (x, t) decreases with x while increasing 
with t. At each time the saturation is determined by (2.8) 
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knowing t/J and t/Jx' The location of this saturation x follows 
from (2.24). The resulting saturation profile decreases mono­
tonically through the porous medium (Fig. 2). 

V. SOLUTION WITH CAPILLARY END EFFECT 

The linearized problem will now be solved with the in­
clusion of a capillary end effect. The end effect occurs be­
cause the rock is preferentially water-wet. Consequently, 
water cannot flow from the outlet until the water pressure 
inside the rock is greater than the oil pressure beyond the 
outlet. Before breakthrough,J w vanishes at the outlet; water 
can flow to the outlet but not beyond. During this transient 
period, water is banking up at the outlet while oil continues 
to flow. 

As in the previous section, the POE is given by (2.10), 
the initial condition by (2.20), and BCl by (2.18). In terms of 
the original variables, the outlet boundary condition (BC2) is 

x =L, t>O, fw = O. (S.1) 

L is the dimensionless length of the medium. Since there is 
no water flow past x = L, 

iL 

sIx, t)dx = t 

and 

x = E- 1(L + Mt). (S.2) 

Reverting to the convention of unbarred variables for x, t, 
and using (2.12) gives 

0= Mt/Jx + Et/J,. (S.3) 

In a comoving coordinate system, 

!!..- t/J (E- 1(L + Mt ),t ) = O. 
dt 

Utilizing the initial condition gives BC2, 

t/J (E- 1(L + Mt), t) = exp( - ML Ie), t>O. (S.4) 

It is necessary that x lie between the inlet and the outlet 
boundaries: 

E- It<X<E- 1(L +Mt). (S.5) 

This gives a necessary condition on t 

(I-M)t<L. 

If M > 1 then the inequality will be strictly true for all t. Both 
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O. L-~~~~ __ ~~~~~~ 
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DISTANCE, x 
FIG. 2. Saturation profiles at breakthrough: M = 2.0,L = I.O,€ = 1.0. Sol­
id curve with end effect, dotted curve without end effect. 
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~ (x,p) and t/J (x, t) exist in this case. On the other hand, M < 1 
requires that t be restricted, 

t<L 1(1 - M), M < 1. (S.6) 

A singularity is expected in the solution for M < 1 as t ap­
proachesL 1(1 - M). In this case the domain of solution ex­
ists for only a finite time and the Laplace transform cannot 
exist. However, although the series for ~ (x,p) is formally di­
vergent, the resulting series for t/J (x,t ) is convergent. 

Although t/J (x, t ) will exist, the no-breakthrough bound­
ary condition is not reasonable. There is a finite pore volume 
in the rock and once this is completely saturated with water, 
water must flow from the rock. In practice, breakthrough 
occurs much earlier than this argument would indicate. Wa­
ter will bank up until a saturation s* determined by the capil­
lary pressure function is reached. As will be shown, there is 
still a substantial amount of oil in the rock when break­
through occurs and multiphase flow from the outlet begins. 
Without loss of generality, s* will be set to 1. 

As before, the Laplace transform of (2.10) leads to (4.3) 
and the general solution (4.S). Neither Ap nor Bp can be de­
termined. In the moving coordinate system (4.7) one obtains 
(4.12) and BCI, (4.13). With the general solution (4.1S), BC1 
implies 

Cp +Dp =p-I - (p -M(M _l)/e)-I. (S.7) 

To implement BC2 (S.4) introduce a comoving coordi-
nate 

z==x -MtIE, 

t/J (x,t ) A (z, t ). 

The resulting POE is 

0= Azz(z, t) + ME- 1A z(z, t) - A,(z, t), 

with boundary conditions BC1 and BC2: 

z=E- 1(I-M)t, A(z,t)=I, 

Z=E- 1L, A (z, t) = exp( -MLle). 

The Laplace transform of (S.lO) is 

(S.8) 

(S.9) 

(S.lO) 

(S.ll) 

(S.12) 

0= Azz(z,p) + ME-IAz(x,p) - pA (z,p) + tp (z), (S.13) 

and BC2 becomes 

pA (E- 1L,p) = exp( -MLlc). (S.14) 

The general solution to (S .13) is 

A (z,p) = Ep exp[ - (M 12E + ~M2/4? + p)z] 

+ Fp exp[( - M 12E + ~M214? + p)z] 

+p-l exp( -MzIE). (S.lS) 

Then BC2 implies 

0= E exp [ _ ~ (M + ~ M2 + P )] 
p E 2E 4c 

+F exp [ ~(M + ~ M2 +t/J )]. (S.16) 
p E2E 4£2 

The general solution in the original coordinates, (4.S): is 
boosted into the moving coordinates (4.7) and (S.8) to satisfy 
(S.7) and (S.16). 

Consider the boost of the homogeneous terms of (4.S) 
into the coordinatey, (4.7): 
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Therefore, 

Cp = [ 1 + ~ /~ ~ + P ]A [ 2~ + ~ ~ P ], 

D,=[I- ~N ~+pH - ~ +~ ~+pI, 
and BC1, (5.7), becomes 

~A [~] + ( ~ - ! )B [~- !] 
= 1- I Sj (5.17) 

2 J=I ~-bJ 

Similarly, boosting (4.5) into the coordinate system (5.8) 
leads to 

O=~A [~] +(~-MIE)B [~-MIE] 

Xexp[(LIE)(2~ -M IE)]. (5.18) 

To solve the functional equations (5.17) and (5.18). it is 
convenient to define 

s==~, 

H(S)==~A [~]. 

Equation (5.18) gives 

A (S) = s -IH(S), 

B(S)= -S-lH(S+(MIE)) 

Xexp[ - (LIE)(2S +M IE)]. 

Substituting into (5.17) gives the functional equation 

H(S)= 1- I _sJ_+H(s+ M-l) 
2 j=l S-b j E 

xexp[ - (L IE)(2S + (M - 2)1E)). 

It may be solved with the ansatz 

H(S)= 1- I Sj f (s+ n(M-l) -bj)-' 
2 j=I,,=0 E 

Xexp[ - (L IE)(C"S + d,,)]. 

Substituting into (5.23) gives 

H(S)= 1- I Sj f (s+ n(M -1) -bj)-' 
2 j=I,,=0 E 

(5.19) 

(5.20) 

(5.21) 

(5.22) 

(5.23) 

xexp[ - (nLIE)(2s + n(M - l)/E - liE)). 
(5.24) 

The convergence of (5.24) is dominated by the exponential 
exp[ - n2 L (M - 1)1 ~]. For M > 1 the sum converges rapid­
ly. For M < 1 the series diverges, as expected. For M = 1 the 
sum converges and may be performed explicitly. 
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Consider the inverse Laplace transform 1 1 of the homo­

geneous term Ap exp( - x~) (4.5). 

Ap exp( -x~) 

= ~ jt/j "to exp[ - ~(n(M -1) -1)] 

X(~)-l(~+n(M-I)lE-bj)-1 

X exp [ - (x + 2nL IE)~] 

1 4 '" -- L SJ L exp[n
2
a+nt1j +Yj] 

2 j =1 ,,=0 

xerfc[m5 + O"j]' (5.25) 

where 

a==(M - I)(L + (M - 1)/ )/~, (5.26a) 

t1 j =E- 1[X(M - 1) +LIE - 2b j (L + (M - 1)/)], 
(5.26b) 

Yj= - bj(x - b/), 

8==r'(L + (M - 1)1)/..[t, 

O"j=(!X - b jt )I..[t. 

The second homogeneous term transforms as 

Bp exp(x~) 

(5.26c) 

(5.26d) 

(5.26e) 

= - 1- ISj f exp[- nL(n(M_l)+I)] 
2 j =1 ,,=1 ~ 

X(~)-I(~ + n(M - l)IE + bj )-1 

xexp[ - (2nLIE-x)~] 

(5.27) 

The erfc terms assure convergence for all M. For large n,13 
the terms are dominated by 

exp[n2{M - 1)(L + (M - l)t )/~] 

xerfc[nE- 1(L + (M - l)t)/..[t] 

-(E..[tln..fff)(L + (M - 1)t)-1 

Xexp[ - n2(L I~t )(L + (M - 1)1)), 

which vanishes rapidly because of the positivity of(5.5). The 
argument can only vanish if M < 1 and 1 = L I( 1 - M). In 
this case the summation may be performed explicitly. For 
any M, the large n cancellation between (5.26) and (5.27) 
further enhances convergence. 
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The solution to the flow problem, with capillary hold­
back, before breakthrough, is given by 

¢ (x, t) = exp [ - (Af\(x - Mt)] + ~ .± Sj exp(Yj) 
-;) E 2J=1 

1 4 '" 
Xerfc(O"j) + - L Sj L exp(n2a + Yj) 

2 j=1 n=1 

X { exp(n/3 j )erfc(n8 + 0" j) 

- exp( - n/3 i )erfc(n8 - 0";) 1. (5.28) 

As L ~ 00, the n> 1 terms vanish and the solution without 
end effect (4.22) results. 

The resulting saturation profile is shown in Fig. 3. For 
early times, the solutions (4.22) and (5.28) are indistinguish­
able. However, as water reaches the outlet but does not flow 
from the core, it will bank up. Finally, at breakthrough 
(s = 1 at outlet), the end effect is quite substantial (Fig. 2). 

VI. DISCUSSION 

The effects of capillarity for two-phase flow in porous 
media have been described for a "finely tuned" porous medi­
um. This medium, characterized by the functions F(s), G (s) 
[(2.3) and (2.4)] correspond to physically reasonable choices 
of relative permeability and capillary pressure functions. It is 
found that the capillary holdback of the wetting phase can be 
quite substantial. Substantial changes in production data 
and saturation distributions arise. The problem has been 
solved up to the moment of water breakthrough. 

Beyond breakthrough, the problem is intrinsically non­
linear. The location of the outlet x(t) depends on the total 
saturation of water in the rock. To solve for this saturation 
couples again to x(t), leading to the nonlinearity. 

To determine the saturation before breakthrough a 
boost operator has been constructed to deal with multiple 
moving boundaries. It allows boundary conditions in a mov­
ing frame to be stated in a fixed coordinate system. The dif­
ferential equation and boundary conditions can then be 
treated using the Laplace transform. 

The utility of the boost operator follows from Theorems 
I and 2. The second theorem is specialized to solutions of the 
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FIG. 3. Saturation profile at successive times: M = 2.0, L = 1.0, E = 1.0; 
t = 0.Ql (dot), 0.20 (dash), 0.40 (dot-<iash), 0.59 (solid). 
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diffusion equation and follows from examining the general 
solution in shifted coordinates. It should be possible to prove 
analogous theorems for other differential equations and 
thereby extend the utility of the boost operator. 
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APPENDIX: PROOF OF BOOST ACTION 

We prove Theorem 2 [(3.8) and (3.9)]. 
Consider the diffusion equation (4.3) with general ho­

mogeneous solution 

~H(X,P) =A [~]exp( -x~) +B [~]exp(x~). (AI) 

In a boosted coordinate system 

y==x - 8t, 

¢ (x, t )-t/l( Y,t ), 

one obtains the diffusion equation 

t/lyy(y,t) + 8t/1y(Y, t) - t/lt(Y, t) = 0, 

and transformed equation 

(A2) 

(A3) 

(A4) 

lpyy(Y,p) + 8lpy(Y,p) - p1p(y,p) + <ply) = O. (A5) 

The general form of the homogeneous solution is given by 

IpH(Y'P) = e [~]exp[ - (8/2 + ~82/4 + p)y] 

+ D [~]exp[( - 8/2 + ~82/4 + p)y]. 
(A6) 

The solutions (AI) and (A6) are related by the boost (3.6). 
From the differing dependence on x of each term, 

exp( - 8 ~ ~)A [~] exp( - x~) ax ap 
= e [~]exp[ - x(8/2 + ~82/4 + p)], (A7) 

exp( - 8 ~ ~)B [~] exp(x~) ax ap 
= D [~]exp[x( - 8/2 + ~82/4 + p)]. (A8) 

Consider (A7) for A [~] = 1, 

e [~] = exp [x( ~ + ~ ~2 + p ) ] 

xexp[ -8~~]exp( -x~) ax ap 
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Because C [v'j)] is independent of x, only thej + /- k = 0 
term contributes. Further, only terms for which t~k are non­
vanishing. Therefore, 

C [v'j)] = f 8
1 
(~)~112 

1=0 l! ap 

= 1 + f 8
1 

(/12)! p-ll2. 
1= 1 l! (-/ 12)! 

Only odd I terms survive 

00 (82)m r(~ + m) 
C [v'j)] = 1 + (8Iv'j)) m~o p r(2m + 2) r(! - m) 

Utilizing known properties13 of r (z), 

C [v'j)] = 1 + ( 2~) m~o ( -~) (:;r 
= 1 + (8I2)W/4+p)-1I2. 

Therefore, 

exp( - 8 ~ ~)exp( - xv'j)) ax ap 

= [ 1 + ~ (~ + p) -112] 

xexp [ -x( ~ + ~ ~ +p)]. (A9) 

One may act (- alax)k on (A9) to obtain 

exp( - 8 ~ ~)( v'j)k exp( - xv'j)) 
ax ap 

= [ 1 + ~ (~ + p) -112] ( f + ~ ~ + P r 
xexp[ -x(812+.Jd 2/4+p)]. (AW) 

Similarly the k th integrated integral gives 

exp( - 8~~)(v'j)kexp( -xv'j)) 
ax ap 
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= [1 + ~ (~ + p) -112]( ~ + ~ ~ + p )-k 
xexp[ -x( ~ + ~ ~ +p )]. (All) 

This result may be extended using the techniques of the 
fractional calculus14 for any real number r: 

exp( - 8 ~~) (v'j)Y exp( - xv'j)) 
ax ap 

=[1+ ~(~ +p)-1I2]( ~ +~~ +p)' 

xexp[ -x( ~ + ~ ~ +p)]. (AI2) 

Further, if A [v'j)] falls off sufficiently fast for large v'j), and if 

A [v'j)] is an analytic function of v'j) with at most a countable 
number of poles, then (3.9) is obtained. 

'H. C. Brinkman, Appl. Sci. ReS. A 1, 333 (1948). 
2F. J. Fayers, and J. W. Sheldon, Pet. Trans. AIME 216, 147 (1959). 
3A. S. Fokas, and Y. C. Yortsos, SIAM J. Appl. Math. 42, 318 (1982). 
4A. S., Fokas, J. Math. Phys. 21,1318 (1980). 
SM. J. Ablowitz, D. J. Kaup, A. C. Newell, and H. Segur, Stud. Appl. 
Math. 53, 249 (1974). 

6C. Rogers and W. F. Shadwick, Backlund Transformations and Their Ap­
plications (Academic, New York, 1982). 

7G. Rosen, Phys. Rev. B 19,2398 (1979). 
8G. W. BIuman and S. Kumei, J. Math. Phys. 21, 1019 (1980). 
9J. G. Berryman and C. J. Holland, J. Math. Phys. 19,2476 (1978) . 
.oW. F. Ames, Nonlinear Partial Differential Equations in Engineering 

(Academic, New York, 1965), Vols. I and II. 
"A. V. Luikov, Analytical Heat Diffusion Theory (Academic, New York, 

1968). 
'2M. S. Wei (personal communication). 
13M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions 

(Dover, New York, 1965). 
14S. Izen (personal communication). 

Michael J. King 877 



                                                                                                                                    

Isotropic homogeneous universe with viscous fluid 
N. O. Santosa) 
Institut Henri Poincare. 11. rue Pierre et Marie Curie. Paris. France 

R. S. Dias 
Instituto de Fisico. Universidade Federal de Rio de Janeiro. Rio de Janeiro. Brazil 

A. Banerjee 
Department of Physics. Jadavpur University. Calcutta. India 

(Received 8 May 1984; accepted for publication 31 August 1984) 

Exact solutions are obtained for the isotropic homogeneous cosmological model with viscous 
fluid. The fluid has only bulk viscosity and the viscosity coefficient is taken to be a power function 
of the mass density. The equation of state assumed obeys a linear relation between mass density 
and pressure. The models satisfying Hawking's energy conditions are discussed. Murphy's model 
is only a special case of this general set of solutions and it is shown that Murphy's conclusion that 
the introduciton of bulk viscosity can avoid the occurrence of space-time singularity at finite past 
is not, in general, valid. 

I. INTRODUCTION 

The investigation of cosmological solutions in Ein­
stein's theory usually has the energy momentum tensor of 
matter as that due to a perfect fluid. If we want to consider 
more realistic matter sources we should take into account 
dissipative processes due to viscosity. Belinskii and Khalat­
nikov12 have previously made qualitative analyses of such 
models with bulk as well as shear viscosity. It is obviously of 
some interest to have available examples of exact solutions. 
Murphy3 constructed a homogeneous isotropic cosmologi­
cal model with a fluid containing bulk viscosity. The model 
obtained by Murphy possessed an interesting feature that 
the big bang type singularity of infinite space-time curvature 
does not occur at finite past. But the relationship assumed by 
Murphy between the viscosity coefficient and the matter 
density is not acceptable at large density. In the present pa­
per we have used a more reasonable relation to describe the 
characteristics of the models near high density. The asymp­
totic forms of the viscosity coefficients for small and large 
values of the energy limit for some simple cases are given 
approximately by some power function of the mass density 
such as 'TJ = ap". For large values of p, v is quite small and 
one would expect in this the condition O<v<!. For small 
density, v may even be equal to unity as used in Murphy's 
work for simplicity. Exact solutions are here obtained for 
different ranges of v, that is, for 0< v < ! ' v = ! ' and v> ! . 
The equation of state assumed p = Ap. In the models con­
structed for O<v<! it has been observed in some simple 
choices of v for radiation universes that the big bang singu­
larity of infinite density occurs at finite past and thus the 
conclusions in this case differ from those obtained by Mur­
phy. Although these results are observed for some special 
choices of parameters like A and v, it appears that it is true 
perhaps for other choices, too. The result, however, that the' 
collapse is unavoidable for an irrotational fluid with Hawk­
ing's energy condition4 being satisfied, can be shown from 
Raychaudhuri's5 equation below: 

iJ = - 2cr - v~ 2 + R/<vrf'vv, 

a On leave from the Instituto de Fisica. Universidade Federal de Rio de J an­
eiro. Rio de Janeiro, Brazil. 

where fJ and u have the usual significances of the expansion 
and shear scalars, respectively. If the energy condition is 
satisfied, R/<vrf'vv < 0 and, consequently, iJ < O. The meaning 
ofthis result is simple. A contracting system will collapse to 
a point and an expanding one will gradually slow down the 
speed. The effect of viscosity is more prominent at the begin­
ning where fJ, the expansion scalar, andp, the mass density, 
are quite large. At later stages the viscosity may play only an 
insignificant role. The value of A, of course, is not constant 
throughout the period of evolution for a realistic model. It 
will change, as pointed out by Murphy, as the proportions of 
nonrelativistic particles, radiation, and other particles 
change. 

II. SOLUTIONS OF EINSTEIN'S EQUATIONS FOR A 
VISCOUS FLUID (K = 0 CASE) 

The most general line element for a spatially isotropic 
universe is given by the Robertson-Walker metric in the fol­
lowing form: 

dr = - dt 2 + R 2(t)(dr/(1 - Kr) + r d.t1 2]. (2.1) 

In the above metric R (t ) is the well-known scale factor and K 

stands for the spatial curvature constant; K may be + 1, 0, or 
- 1. We assume that the fluid has bulk viscosity, so that its 

energy momentum tensor can be written as 

T/<v = (p +p)v/<vv +pg/<v' 

where p = p - 'TJrf' ;p p, vI" and p have the usual meanings; 
and 'TJ stands for the coefficient of bulk viscosity. The two 
independent equations are 

3K/R 2 + 3(R /R)2 = 81TP, (2.2) 

K+2RR+R2= -81TpR2. (2.3) 

Combining (2.2) and (2.3) one can immediately obtain 

;2 + ~ + (!y= -8~AP - 3apv!) (2.4) 

In (2.4) we have utilized the equation of state p = Ap(O<A < 1) 
along with an assumption like 

'TJ = apv (O<v<!), 
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where a, v, A are constants. Equation (2.4) can now, in view 
of (2.2), be written in the form 

2RR = - (3A + l)(R 2 + K) + (817')(1- 1')3(1 + vIa 

X (RR I R 2V){R 2 + K}". (2.5) 

Writing A = (3A + 1) and B = - (817')(1 - >13(1 + >1a , Eq. (2.5) 
becomes 

2RR +A (R 2 +K) +B(RRIR 2")(R 2 +K)V = O. (2.6) 

The differential equation (2.6) involves only R and its 
time derivatives. The general solution of this equation is not 
easy to obtain. We may try for solutions with the assumption 
that the time derivative of the scale factor, that is R, is itself a 
function of R. In that case, writingy for (R 2 + K) the equa­
tion (2.6) can be written in the form 

R dy + Ay + BR (I - 2>1yv(v - Kllt2 = O. {2.7) 
dR 

At this stage we integrate (2.7) for K = 0, that is, for zero 
spatial curvature, and later we do it for more complicated 
situations K = ± 1. 

With K = 0 and defining It = RAy, Eq. (2.7) becomes 

p - (v + 112): + BR {(1I2).4 - v(A + 2)] = 0, (2.8) 

and the integration of which yields for v:f!. 
1 R (112).4 + I - v(A + 2) 

~(1/2-V)+B C 
! - v !A + 1 - vIA + 2) = I' 

where CI is an integration constant. Going back to the origi­
nal notation, we have 

R I R = [CR - (112 + 1)(1 - 21') B I(A + 2)] 11(1 21') (2.9) 

with Cbeing a constant quantity. 
The integration of (2.8) for v = ~ yields 

R [(1I2)(A+P)+ IJ = B(A + B) + 1 l(et + a), (2.10) 

where c and d are integration constants. 
We now proceed to study the behavior of the models 

given in (2.9) and (2.10). Three different cases, (I) 2v> 1, (II) 
2v < 1, and (III) 2v = 1, are studied separately in the follow­
ing. The case treated by Murphy v = 1 may be valid at low 
density. Near the big bang, O<v<! is a more appropriate 
assumption (Ref. 1). 

Case I: 2v> 1. In this case we have 

RIR 1![b 2 +CR[(1I2).4+1](2v-I)]1/(2v I) (2.11) 

where b 2 is written for IB I/(A + 2). In Murphy's case v = 1 
and b 2 = 3alr, where r in his paper is related to our A by 
A = (r - 1). Here as R-o, R I R approaches a finite magni­
tude showing a steady-state characteristic and the motion is 
very slow (R -0 at this limit). Murphy discussed three cases. 
In all these three cases the models have R = 0 singularity 
with finite mass density p at infinite time past. For other 
values of v in the range 2v> 1 we get similar characteristics. 
For example, if the fluid content is radiation, that is, 
(A 12 + 1) 2, and further 2v = 3/2, we get explicitly after 
integration 

b 2 In R + ~CR 2 = t + to. 

to being the integration constant. Then, R -0 corresponds to 
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t~ - 00. The model starts from infinite past at zero proper 
volume. 

It is worth noting that when R-o. R, R, and all other 
higher time derivatives vanish at the same time. 

For C < 0, the universe may expand from a finite den­
sity at R = 0 and increase to an infinite density developing a 
singularity R I R~oo, or the universe may explode from this 
singularity itself. Murphy describes that at this epoch the 
observers "run out of time." 

Case II: 2v< 1. In this case the relation (2.11) can be 
written as 

R IR = [b 2 + CR (lilA + 1)(1-2v)]1/(I-2>1. (2.12) 

Here the model with C> 0 explodes from R = 0, where R is 
infinitely large and the density p is also infinitely large. 

For v = 0 one can integrate (2.12) and get 

b 2R [(1/2).4 + 11 = exp[W + tollB I] - c, 
to being an integration constant. For 2v = ~ the integration 
yields 

1 I b2R 1 R 
-4 n( + C) = t + to + -2 2 • 
b b (b R +C) 

It is easy to conclude that for the above two special cases the 
singularity R 0 occurs at finite past, which is a distinct 
deviation from Murphy's case (v = 1) or other value of v 
with 2v> 1. 

For C = 0, we have R IR = const and represents a 
steady-state model with (R - t) curve as an exponential one. 

For C <0 one notes that R = 0 for a finite magnitude 
R =Ro, where 

ICIR -[(1I2).4+I](I-2v)=b 2. 

The density is zero at this stage and gradually increases as R 
increases till the density attains a finite maximum when R (t ) 
becomes indefinitely large. Thus in this case the universe 
evolves from a finite dimension. 

CaselII:2v = 1. The solution for R (t)inthiscasecanbe 
explicitly given. It is 

R q =ct +d, (2.13) 
where q = ((A + B )/2 + 1) and c, d are arbitrary constants. 
Since 

R IR = (clq)R -1, 

one observes that (el q) > 0 leads to an expansion and (el q) < 0 
to a contraction. The universe is a monotonically expanding 
or contracting one. For collapse the point singularity is 
~eached in finite time. This is the singularity of R-o, 
R I R ~ - 00, and p~ 00 • On the other hand, the model may 
explode from a pointlike singularity and increase in size in 
course of time with decrease of density. The behavior is 
somewhat similar to the Robertson-Walker model with zero 
spatial curvature K = O. 

Hawking-Penrose energy conditions. By using Ein­
stein's field equations one finds that the Hawking-Penrose 
energy condition R",vv'rv<O leads to the relation 
(p + 3.0»0, which again in tum implies, in view of field 
equations, R<O. The other energy condition mentioned in 
Murphy's paper, for example, (p + .0»0, is then automati­
cally satisfied. Equation (2.6) for K = 0 is now 
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2RR + AR 2 - IB i(R (21'+ I)IR (21'- II) = O. 

Ifwe demand R<O, the relation (2.14) yields 

A (R IR )2>IB IIR IR )(21'+ II. 

(2.14) 

Denoting the so-called Hubble's constant (R I R ) by the sym­
bol H, we write the above condition as 

(2.15) 

It is evident from (2.11) and (2.12) that for both 2v> 1 
and 2v < 1 the condition (2.15) is not satisfied when the con­
stant C<O. It means that except for C positive the energy 
conditions are violated throughout the evolution. But for 
C> 0 and 2v < 1 the energy condition which is equivalent to 
(2.15) is satisfied at the initial stage of expansion and violated 
at later stages, whereas for C> 0 and 2v > 1 the energy condi­
tion is violated at the beginning and satisfied at later stages of 
evolution. When 2v = 1, the solution is (2.13), and R <0 
needs the condition A> IB I to be satisfied, which merely re-

I 

with D being a constant. It is quite difficult to perform the 
second integration. However, it is possible to study the mo­
tion to some extent from Eq. (3.2). From the field equations 
(2.2) and (2.3) we have 

S1T(p + 3p) = - 6R IR, (3.3) 

Sr,( p + p) = 2;2 + 2(! r -2(!). 
and the mass density p is given by 

Sr,p = 3(K + R 2)IR 2. 

(3.4) 

(3.5) 

If we restrict to positive mass density the energy conditions 
(p + 3p»0 and (p + p»O are both satisfied independent of 
the sign of K provided R <0. 

Properties o/the solutions. The relation (3.2) can be writ­
ten, after a little manipulation, as 

DR (A' - B'JlA 

= _ K[A (R 2 + K)I/2 + IB IR ]-2 

X UR 2 + K)I/2 + R ] -2IBI/A; (3.6) 

IB I stands for the magnitude of B, where 
B = - (S1T)1/2(27)1/2 a and A = (3A + 1). In viewof(3.6) it is 
evident that D is greater, equal to, or less than zero accord­
ingly as K is less than, equal to, or greater than zero. We 
consider below four different situations. 

Case I: A 2>B2, K = + 1 and so D<O. Writing - a2 

for D (3.6) may be written as 

a2R (A'-B')/A = [A (R 2 + 1)1/2 

+ IB IR ] -2[(R 2 + 1)1/2 + R ] - 2IBI/A, 

(3.7) 

and from (2.6), 

- 2RR =A (R 2 + 1) -IB IR (R 2 + 1)1/2. (3.8) 

Here R < 0 and hence energy conditions are satisifed. There 

880 J. Math. Phys., Vol. 26, No.4, April 1985 

stricts the magnitudes of parameters A and a. 

III. SOLUTIONS FOR K = ± 1 

It is more difficult to solve in general the differential 
equation (2.7) for nonzero K, that is for K = ± 1. However, 
we are able to integrate it in the case v = ! . The integration 
yields 

In(CIR) = - (A IF)ln(yF+ G) 

where 

+ (B IF) In[2~ - K)')1/2 + (2y - K)J 

+ (A IF) In(yF + G) + (A IF) 1n[2.KAB 

X~ _K)')1/2 + ~B2 - (KF+ 2KB 2lv], 

y= (R2 +K), F= (A 2 _BI)otO, G=KB2. 

(3.1) 

For those expressions ofy,F, and Qwe can write (3.1) in the 
form 

(3.2) 

I 
is a big bang type singularity, where the explosion takes place 
with R - 00 and expansion continues up to a finite volume, 
where R = o. This corresponds to the point of maximum 
expansion analogous to the case of the Friedman universe. 

CaseII:A 2>B2, K = - 1 andthereforeD>O. Writing 
now D = a2

, we have 

a2R (A'-B')/A = [A (R 2 _ 1)1/2 + IB IR]-2 

X [(R 2 - 1)1/2 + R ] -2IBI/A. (3.9) 

From (2.6) with v = ~ and K = - lone has 

- 2RR = IB IR (R 2 - 1)1/2 - A (R 2 - 1). (3.10) 

We have R < 0 provided R 2>A 2/(A 2 - B 2). In this case, 
therefore, the expansion starts from R:::::O and continues till 
R 2 = A 2/(A 2 - B2), whenR, R,andhighertimederivatives 
vanish. Further, in future R continues to increase, with the 
expansion rate R becoming slower till R = I, where we have 
p = O. Our solution (3.9) is not valid for R 2 < 1. 

Case III: A 2 <B 2, K = + 1 and so D < o. It is not diffi­
cult to see that in this model Rand R simultaneously become 
very large and the density increases indefinitely. For A 2 < B 2 

and K = - I the energy conditions are violated. These two 
models are not physically meaningful. 

Case IV: A 2 = B 2, K = + 1. For an expanding model, 
that is, for R > 0 only when K = + I, one has R < 0 and the 
energy conditions are satisfied. When K = - 1, though the 
energy conditions are violated in an expanding model, they 
are satisfied for the collapsing situation, where R is negative. 
Now if one looks for the solution, one finds that (3.2) is not 
valid in the case A 2 = B 2. Integration of (2.7) for v =! and 
K = + I yields 

CR A = [(R 2 + 1)1/2 +R] 

xexp{(R 2 + 1)1/2[(R 2 + 1)1/2 + R ]J. (3.11) 

From (3.11) it is obvious that one can construct an exploding 
model from a big bang type singularity (R-oo) which slows 
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down in course of time to a finite dimension. Similarly there 
can be a collapsing model to a singularity with the beginning 
at a finite dimension. 

IV. CONCLUSION 

It may be more realistic to assume the presence of an­
isotropy in the early universe and this anisotropy might have 
been smoothed out by the dissipative mechanism such as 
viscosity in course of evolution (Misner,6 1969; Weinberg,7 
1972). The model discussed here is isotropic and homogen­
eous and, in view of the assumption of isotropy, the shear 
viscosity cannot exist. The effect of bulk viscosity changes 
the behavior from that of a perfect fluid model. Murphy 
introduced bulk viscosity and observed that the big bang 
type singularity may be avoided in the finite past. The con­
clusion arrived at by Murphy is not, in general, true. It is 
shown explicitly in the above that for certain choices of v in 
the range 2v..;; 1 the model expand from zero proper volume 
at finite past. There is no problem with the Hawking-Pen­
rose energy conditions for K = 0 and v = !, because it is 
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satisfied throughout the evolution for certain ranges orA and 
a. But the energy conditions are satisfied for part of this 
period either at initial stages or at later stages according as 
2v < I or 2v> 1. 

For models with K = ± 1 the behavior has some simi­
larities with the corresponding Robertson-Walker models. 
For example, with K = + 1 andA 2> B 2 the model explodes 
from a big bang type space-time. 
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ERRATA 

Erratum: On some general properties of the point spectrum of three particles 
moving in one dimension [J. Math. Phys. 25, 2589 (1984)] 

J. Fernando Perez, C. P. Malta, and F. A. B. Coutinho 
Departmento de Flsica Matematica, Instituto de Flsica da USP, Sao Paulo, Brazil 

(Received 30 November 1984; accepted for publication 14 December 1984) 

We found some misprints and mistakes after expression 
(25) in Sec. IV of our work. The corrections are the following. 

(1) The assumption on the energies Eo, EI, and E2 is that 
Eo<EI <E2such that Eo + E2 <2EI (instead of Eo + EI < 2E2 as 
printed). 

(2) The paragraph after result R2 should be replaced by 
the following. 

The Hall theorem also tells us that (Eo + E21 is a lower 
bound both for t/!,/ ) and for an excited state of type t/!s + ) and 
2E I is a lower bound for an excited state of type t/!s + ). Due to 
the assumption Eo + E2 < 2E I it follows that Eo + E2 is a lower 
bound for the first excited state of type "" k+). Therefore we 

have the result R3. 
(3) InresultR3 theassumption2E2 - E~B > o should be 

replaced by Eo + E2 - E~B > O. 
We have now a new result concerning interception of 

the bands, ifthe two-body energies Eo < EI < E2 are such that 
Eo + E2 > 2E I' In this case, the Hall theorem tells us that 2E I is 
the lower bound for the first excited state of type"" k+). 
Therefore, if Eo + E2 - E iB >0 and 2EI - E~B <0, "" ~+) is 
unbound while the first excited state of type "" ~ + ) might be 
bound and the excited state band will intercept the ground 
state band. 

Erratum: A rule for the total number of topologically distinct Feynman 
diagrams [J. Math. Phys. 25, 3489 (1984)] 

Franco Battaglia and Thomas F. George 
Department o/Chemistry, University 0/ Rochester, Rochester, New York 14627 

(Received 19 December 1984; accepted for publication 4 January 1985) 

same results with a different method. In Table I, the value of F(n) for n = 7 should be 
1 708 394 instead of 1 708391. We thank Dr. A. E. Jacobs 
for pointing out the misprint and his paper, I which gives the lAo E. Jacobs, Phys. Rev. D 23,1760 (1981). See also Ref. 2 quoted therein. 
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